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Fast forward a few decades, and the future has arrived. The explosive proliferation of Artificial Intel-
ligence technologies in the last decade has profoundly reshaped how we interact with and how we 
perceive the world around us. Advances in AI enable rapid analysis of complex mountains of data to 
empower actions and decision-making in virtually every industry. In her keynote on “The Global AI 
Contest” at the Advantage DoD 2024: Defense Data & AI Symposium, Deputy Secretary of Defense 
Kathleen Hicks emphasized the imperative in the Department of Defense (DoD) for harnessing pow-
erful advances in AI and machine learning technology in developing and deploying mission capabil-
ities to maintain our strategic advantage on the world stage, and also to transform and improve the 
operation of the DoD itself.

I am a product of Generation X, and my first real memo-
rable introductions to the idea of Artificial Intelligence (AI) 
came from the legends of two particular blockbuster films: 
1983’s War Games and 1984’s The Terminator. 

Both films told stories of Artificial Intelligence systems 
run amuck, with catastrophic (or potentially catastrophic) 
nuclear annihilation consequences. Kids of my vintage 
definitely grew up with some healthy skepticism of the 
consequences of irresponsible development of Artificial 
Intelligence technologies, against the very real backdrop 
of Cold War nuclear proliferation. And at the same time, 
the wild futures imagined for us in science fiction inspired 
a generation of kids who grew up learning how to program 
on an Atari 800 or Commodore 64, with big ideas about 
how we could potentially change the world with AI (right 
after we ate our TV dinner and watched the latest episode 
of Growing Pains, of course).  

[A] 
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“Of course, increasingly over the last dozen years or so, advances in machine learning 
have brought new generations of AI innovation. Much of it, happening outside of gov-
ernment. 

So our task in the Defense Department today is to adopt those innovations wherever 
they can add the most military value. And that’s been a priority for Secretary Austin and 
for me since day one. 

We knew we had to build rapidly and responsibly — iterating and investing to deliver a 
more modernized data-driven and AI-empowered military now. 

There was no debating the “why” — it’s because these technologies give us an even 
better decision advantage than we already have today. And that’s imperative given the 
pacing challenge we face from the People’s Republic of China.

In deterring and defending against aggression, AI-enabled systems can greatly improve 
the speed, quality, and accuracy of commanders’ decisions — which can be decisive in 
deterring a fight, and winning a fight.

But also in managing the world’s largest enterprise. We’ve got nearly 3 million people 
on the payroll; a health care system serving over 9 million troops, retirees, and family 
members; and assets spread out worldwide over 25 million acres, roughly the size of 
Kentucky. The value of DoD’s assets worldwide is larger than Amazon, Apple, Microsoft, 
and Walmart combined — by a long shot. At this scale, we must leverage data and AI to 
be smarter, faster, and better stewards of taxpayer dollars” [1].

Exploiting the power and potential of Artificial Intelligence in service of these imperatives opens up a 
seeming infinity of exciting questions for program managers, researchers, engineers, practitioners, 
and leaders at all levels of the DoD. Many (most) of us are not experts in the fields of AI and machine 
learning, and we are coming to terms with the vocabulary of these technologies right alongside their 
vast potential – and risks. Here’s an illustrative (and in no way exhaustive) sampling of the kinds of 
questions we face as we seek to harness these rapidly evolving technologies:

When we explore the feasibility of using AI tools and AI-enabled systems to address mission chal-
lenges – including those associated with conducting the business of managing the DoD enterprise 
itself - we consider questions such as:

•	 Is this problem a good candidate for addressing with AI? 
•	 What AI models and techniques are appropriate to solving a particular mission challenge?
•	 What intellectual property rights do we need for both data and AI models?
•	 How do we know we can trust the results? 
•	 How do we monitor performance in operations? 

When we consider the engineering of software and AI-enabled systems, researchers in the DoD, Fed-
erally Funded Research and Development Centers (FFRDCs), academia, and industry are exploring 
questions such as:

•	 How do we need to adapt traditional software engineering and test methods to build and test AI 
components and AI-enabled systems?

•	 How can we use new AI technologies to develop new tools and techniques for building and 
testing software and systems? 

•	 How can we use AI technologies to improve our cybersecurity posture or mitigate cyber 
threats?
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We also consider new risks, threat vectors, and potential for harm associated with them:

•	 Do we understand the source/provenance of training data, and how training and operational 
data could be compromised? 

•	 What is the potential harm from such compromises? 
•	 How do we identify and respond to cyber vulnerabilities in AI tools and AI-enabled systems?

In this issue of CrossTalk, we hear from professionals across the defense community about address-
ing these kinds of questions and more as we seek to harness AI for national strategic advantage: 

Harrell J. Van Norman explains the current climate of AI and assesses risks and benefits of using AI in 
DoD weapon systems.

John E. Robert, James Ivers, Doug Schmidt, Ipek Ozkaya, and Shen Zhang examine the transforma-
tive potential of generative AI in redefining software engineering and acquisition practices.

Vik Chauhan and Abeezar Tyebji respond to challenges, such as extending the life of aircrafts beyond 
intended design, by proposing the utilization of breakthrough data science technologies (AI/ML).

Richard C. Agbeyibor and Karen M. Feigh detail the relationship between human and AI counterparts 
in military vehicles and operations.

Unlocking the potential for AI to benefit DoD missions, operations, and people is an exciting and 
multi-faceted goal. I’m hopeful you’ll enjoy the insights offered by our authors in this issue, and that 
you’re eager to come back soon: The next issue of CrossTalk will feature more perspectives on the 
potential, challenges, and risks of AI technologies. 

- Eileen Wrubel, Technical Director, Carnegie Mellon University
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There are universal themes throughout 
the Godzilla vs. King Kong movie “Mon-
sterverse” that are great metaphors for the 
emergence of AI and all the issues it brings 
with it [1]. 

A major theme of the “MonsterVerse” is 
how humanity needs to learn to coexist with 
nature and attempt to work with it rather 
than work against it. That same concept 
could also apply to humans and Artificial 
Intelligence. AI is expanding exponentially 
at a breakneck speed, and there is a grow-
ing fear that its potential power is destruc-
tive and will destroy jobs, industries, ignore 

copyright and privacy, and wreak uncontrolled havoc on society.

In the movies, Godzilla actually has a role in protecting the Earth and they show that mankind needs 
to view him as an ally and work with him in order to defend the world from being destroyed. Since AI 
is here to stay, we need to be able to learn to coexist with it, but to also ensure we have the neces-
sary safeguards to ensure it’s used wisely.

- Kent Bingham, 

Visual Information Specialist, Hill Air Force Base
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[1] Godzilla vs. Kong. Directed by Adam Wingard, Warner Bros., 2021.

From the Cover Designer:



Call For Articles
If your experience or research has produced information that could be useful to others, Crosstalk can 
get the word out. We are specifically looking for articles on software-related topics to supplement up-
coming theme issues. Below is the submittal schedule for the areas of emphasis we are looking for.

AI Part 2
August 2024 Issue

Submission Deadline:
June 15, 2024

Big Data
Nov 2024 Issue

Submission Deadline:
September 15, 2023

Please follow the Author Guidelines for Crosstalk, available at the APAN or DTIC site. 

We accept article submissions on software-related topics at any time, along with Letters to the Editor, 
Open Forum, and BackTalk. To learn more about the types of articles we’re looking for, please visit 
the above sites or contact us by email or phone

Contact Us
517SMXS.CrossTalk.Articles@us.af.mil

By email
Lennis L. Burton, (801) 775-3262
Siria L. Snounou, (801) 777-4734
Destinie Comeau, (801) 775-3246

By phone

Keeping up with the Cloud
February 2025

Submission Deadline:
October 31, 2024



CrossTalk - May 2024   9

Executive Summary
The future will be dominated by Artificial Intelligence (AI); however, few strides have been made to 
understand the risk of its responsible use in Department of Defense (DoD) weapon systems. This 
paper seeks to address this deficiency by providing an approach to identify and quantify the risks 
associated with this ongoing phenomenon that the DoD is eager to adopt and embrace.

AI can bring many breakthroughs for DoD capabilities because of the increased efficiency, improved 
information gathering for decision making, and the reduction of human error and benefits in auto-
mated and autonomous systems. This is true for all foreign militaries as well, which is why it needs 
to be an integral part of the DoD’s strategy going forward. However, risk identification, quantification, 
and mitigation must be conducted to effectively apply AI technologies.

At the intersection of the likelihood of a threat agent exploiting vulnerabilities with system and mission 
impacts, risk can graphically be depicted using the DoD standard 5x5 risk assessment matrix. The 
National Institute of Science & Technology (NIST) AI Risk Management Framework (RMF) helps 
design, develop and evaluate AI products by framing risk and trustworthiness based on four core 
functions: Govern, Map, Measure, and Manage. From these functions, 19 categories and 72 sub-
categories provide a thorough guide to properly identify AI risk. To tailor the framework for the DoD’s 
needs, scoring can be done using tiers as espoused in the NIST Cybersecurity Framework (CSF) 
to provide a rating on the likelihood of the failure to occur in each of the subcategories. With proper 
scrutiny, this new approach to AI risk assessment seeks to maximize the benefits of AI for the warf-
ighter.

The Push for AI
The DoD is acquiring, developing, and adopting AI technology throughout its agencies. In November 
2023, department-wide updated guidance, Data Analytics and AI Adoption Strategy, directs DoD com-
ponents to accelerate adopting AI capabilities to ensure warfighting superiority now and in the future 
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[1]. Adopting AI ecosystems enables superior battlespace awareness and understanding; elastic 
force planning and sustainment; efficient operations; and fast, precise, and resilient kill chains. Taken 
together, these goals will support the “DoD AI Hierarchy of Needs” which the strategy defines as: 
quality data, governance, insightful analytics and metrics, assurance, and responsible AI. However, 
few studies have attempted to adequately identify AI risk in DoD weapon systems and provide an 
effective approach for risk quantification. This paper aims to fill that void. 

Generative AI, employing algorithms and models that generate new data, has emerged as the most 
rapidly adopted technology in history, faster than smartphones, tablets, or the internet [2]. The DoD’s 
AI strategy is to apply this emerging technology to solidify the United States’ competitive advan-
tage across the military spectrum in over 180 instances where generative AI could add value, such 
as optimizing logistics, predictive maintenance, assessing battle damage, processing intelligence 
data, threat recognition, and automating software development. The future will be dominated by AI. 
Dr. Craig Martell, who formerly led  the department’s Chief Digital and Artificial Intelligence Office 
(CDAO), advocates, 

“Rather than identify a handful of AI-enabled 
warfighting capabilities that will beat our adversaries, 
our strategy outlines the approach to strengthening 
the organizational environment within which people 

can continuously deploy data, analytics and AI 
capabilities for enduring decision advantage.”  

The AI frontier, characterized as the next industrial revolution, can provide decisive advantages to 
deter adversaries and win in a fight. In addition to aggressive adoption, we must be committed to 
safety and responsibility. This paper presents an effective approach to identify and quantify risk asso-
ciated with the AI components integrated into weapon systems.

What It Is
What is AI and how does it work? As the name implies, AI systems apply computational tools to 
address tasks traditionally requiring human analysis. This includes recognizing patterns, creating pre-
dictions, making decisions, and/or generating new content without being explicitly programmed to do 
so. AI is typically created with machine learning (ML) methods like supervised learning (predicts using 
labeled training datasets), unsupervised learning (builds associations using unlabeled datasets), and 
reinforcement learning (develops actions using sensors based on policies and goals). AI builds com-
plex neural networks that are typically inscrutable to achieve these deep learning approaches. Data is 
at the core of all AI, but all systems have some form of bias. Bias can be unintentional or have pur-
pose and be helpful. A goal of responsible AI is to reduce unintended, unwanted, and/or harmful bias.

Before plunging into a deeper discussion of risk assessment approaches for AI capabilities, answer-
ing the question, “How does AI differ from simple automation?” will help frame the problem. Auto-
mation uses technology to perform tasks with minimal human intervention. This includes simple, 
repetitive tasks like manufacturing assembly line production, or more complex processes like sched-
uling and data entry in an office setting. AI goes a step further by enabling machines to learn from 
data, adapt to new inputs, and perform human-like tasks. AI can make deterministic decisions, but 
its strength is making probabilistic calculations. AI examples include speech recognition, language 
translation, autonomous vehicle operations, predictive maintenance, intelligence gathering, and threat 
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recognition. AI systems make decisions and take actions based upon an understanding of the envi-
ronment. In summary, automation focuses on streamlining processes, while AI involves the ability of 
machines to perform tasks that are analogous to those performed by humans, including the ability to 
think critically, make decisions, and increase productivity.

Conceptually, there are three types, levels, or stages of AI that range from weak to strong to super 
AI; however, today, all fielded AI capabilities are categorized as weak or narrow. Weak AI only per-
forms a narrowly defined set of specific tasks (like Siri, Alexa, or ChatGPT) since they’re limited to a 
single task. Facial recognition, internet searches, and self-driving cars are other examples of narrow 
or weak AI. Theoretically, in the future, the concept of Strong AI will provide capabilities to under-
stand the world as a human would and learn to perform any intellectual task that a human could. And 
even further into the theoretical realm are Superintelligent AI systems with futuristic intelligence that 
can exceed the cognitive performance of humans in virtually all domains of interest. All these types 
of AI systems employ a diverse set of technologies, including Machine Learning, Natural Language 
Processing (NLP), Neural Networks (NN), Deep Learning (DL), Robotic Process Automation (RPA), 
Cognitive Automation (CA), and Generative AI (GAI).

Assessing AI in DoD Weapon Systems
AI is being rapidly deployed throughout every sector of society including health care, banking, retail, 
and manufacturing to improve user experiences, provide enhanced services, assist in making better 
decisions, reduce human error, and net gains in productivity and speed. System and mission impacts 
within many domains that embrace AI aren’t a matter of life or death. In those arenas, AI risks aren’t 
nearly as critical as in safety-oriented domains, like healthcare and DoD Weapon Systems.  

Rigorous hardware and software verification and validation through realistic developmental and oper-
ational test and evaluation is required to minimize the probability and consequences of failure. Reli-
ability and performance risk thresholds for autonomous or semi-autonomous operations, target selec-
tion, and engagement logic are clarified in the DoDD 3000.09, Autonomy in Weapon Systems [3]. 

Autonomy does not dictate AI as rule-based, deterministic, expert-coded systems that have success-
fully supported weapon systems from their inception. Additionally, these quantifiable, predictable 
capabilities are much easier to certify for safety-critical systems. But AI can build upon deterministic 
capabilities by helping to calibrate and train AI systems. As recently demonstrated by the AI enabled 
Defense Advanced Research Projects Agency (DARPA) X-62A Air Combat Evolution (ACE) aircraft 
deploying cutting edge ML-based autonomy, AI was able to outperform manned F-16 aircraft in 
dynamic air-to-air combat maneuvers and missions while complying with safety and ethical norms. 
The X-62A ACE demonstrated that AI enabled weapon systems can provide superior performance 
and adaptable advantages as AI learns, improves, and adapts in situationally dynamic environments. 

Automating standard business processes can provide a quick and efficient gain. But integrating AI 
enabled real-time autonomy into DoD Weapon Systems demands significantly greater levels of scru-
tiny than simply automating business processes. Nevertheless, AI will change the future of the fight, 
not just by making decisions quicker but also by considering alternatives and options that humans 
typically wouldn’t. As our adversaries rapidly deploy AI capabilities, could our demise be based on 
over reluctance to embrace these transformative solutions? 

Risk management is crucial for ensuring AI capabilities within DoD Weapon Systems are resilient 
in real-world settings against adversarial and non-adversarial attacks. Authorizing Officials (AOs) 
issuing authorization decisions based on a quantified risk posture must be neither risk adverse nor 
blind to risk. Scoring risk is based on the intersection of the likelihood of a threat agent exploiting 
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vulnerabilities with system and mission impacts. Scoring risk for AI capabilities in DoD weapon sys-
tems accounts for responsible, equitable, traceable, reliable, and governable ethical operations. First, 
system weaknesses must be enumerated, then risks are identified by evaluating those weaknesses 
to understand the system and mission impacts of potentially exploitable vulnerabilities. Next, the like-
lihood of threats to exploit those vulnerabilities is quantified. Finally, risk is scored based on the inter-
section of the likelihood of the threat exploiting the impacts of the vulnerabilities. This paper provides 
a basis for identifying and quantifying risk of weapon system AI capabilities.

Throughout the acquisition lifecycle, risk is managed by identifying, quantifying, and mitigating risk 
based on informed risk assessments. Appropriate care should be exercised to ensure potential risks 
are considered from the outset of the systems development lifecycle with efforts taken to mitigate 
potential risks and reduce the likelihood of unintended consequences throughout design, implemen-
tation, operation, and sustainment. For all components of a system that receive, process, store, or 
transmit information, programs should apply the RMF for Information Systems and Organizations as 
documented in NIST Special Publication (SP) 800-37 Revision 2 [4]. In addition, the NIST AI RMF 
Framework and the NIST AI RMF Playbook processes should be applied to all components of the 
system that integrate AI capabilities [5][6]. Figure 1 illustrates how both traditional DoD Weapon 
System IT components and subsystems will be assessed by applying the standard RMF methodology 
and how the AI components within the DoD Weapon System should be assessed using the AI RMF 
methodology.

Applying multiple frameworks to assess a single system isn’t an unprecedented concept as multiple 
frameworks are frequently applied to adequately assess risk associated with a single system. For 
example, the NIST Secure Software Development Framework (SSDF) is frequently applied to the 
developmental portion of a system while the NIST RMF is applied to assess the system in the con-
text of testing, connectivity, and operation for Interim Authorizations To Test (IATTs), Authorizations To 

Figure 1. Applying both NIST SP 800-37R2 and NIST AI 1.0 RMF methodologies.
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Connect (ATCs), and Authorizations To Operate (ATOs). Similarly, the NIST Privacy Framework can 
be applied to identify and manage privacy risk when building innovative products and services while 
protecting individuals’ privacy [7][8]. The NIST Workforce Framework for Cybersecurity  is a standard 
approach and common language to describe cybersecurity workforce roles and responsibilities [9]. 
All these various frameworks provide valuable tools within the scope of their context. So, for DoD 
Weapon Systems with AI capabilities, they should apply NIST RMF to manage risk for the platform as 
a whole and apply the AI RMF to manage risks associated with the AI components and capabilities. 

This unique approach for identifying and quantifying AI risk was born from the unique challenges 
associated with adequately assessing these capabilities. AI functions uniquely apply complex neural 
networks with billions of interconnected nodes across a multitude of observable input, output, and 
hidden layers. Trustworthiness, normalized biases, validity of training data, and adequacy of labels 
are uniquely difficult to assess. The dynamic nature of adaptive AI capabilities that are constantly 
changing, learning, and adjusting introduce even more challenges. 

AI technologies are transforming society; however, these technologies also pose risks that can neg-
atively impact individuals, groups, organizations, communities, society, the environment, and the 
planet. AI brings risks that are not addressed by current risk frameworks and approaches. While risk 
management processes generally address undesirable consequences, the AI RMF Framework offers 
approaches to minimize anticipated negative impacts of AI systems and identify opportunities to 
maximize positive benefits. Effectively managing AI risk can lead to trustworthy AI systems unleashing 
potential benefits to individuals, communities, and our society, but evaluating trustworthiness, bias, 
and risk cannot be overlooked.

A Framework for Managing AI Risk

Figure 2. NIST AI Risk Management 
Framework four core functions.

There are several AI Frameworks; how-
ever, the NIST AI RMF Framework, with 
its four core functions of Govern, Map, 
Measure, and Manage, was adopted as 
the basis of this approach to identify and 
quantify AI risk to DoD Weapon Systems. 
The NIST AI RMF Framework assesses if 
the system is valid, reliable, secure, and 
resilient, including evaluations for accuracy 
and robustness. Explainable and interpre-
table models that are fair with harmful bias 
managed are objectives of the NIST AI 
RMF Framework. Figure 2 illustrates the 
four core functions of the AI RMF with con-
cise definitions describing the purpose and 
intent of each core function. The four core 
functions of Govern, Map, Measure, and 
Manage are decomposed into 19 catego-
ries and 72 subcategories. Governance is 
designed to be a cross-cutting function to 
inform and be infused throughout the other 
three functions. Mapping provides context 
and visibility by categorizing all the varying 
levels, components, capabilities, targeted 
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Function Category Subcategory
Govern 6 19

Map 5 18

Measure 4 22

Manage 4 13

Total 19 72
Table 1. NIST AI RMF core functions, categories, and subcategories.

usage, goals, expected benefits, impacts, and costs of the AI system. The Measure function provides 
quantitative and qualitative methods and metrics to analyze, assess, benchmark, and track AI risk and 
trustworthiness over time with feedback. Management is how AI risks are prioritized, responded to, 
monitored, communicated, documented, and improved over time. Table 1 associates the four NIST AI 
RMF Core Functions with their corresponding numbers of Categories and Subcategories.

Each of the four core functions are defined below with their specific categories identified and 
described. 

The AI RMF Govern function creates a culture of risk management to design, develop, deploy, over-
see, operate, and monitor AI systems. The Govern function has six categories which translate to the 
following six risk candidates: 

1.	 GOV1: Policies, processes, and procedures are in place  

2.	 GOV2: People are empowered, responsible, and trained

3.	 GOV3: Workforce and processes are prioritized  

4.	 GOV4: Communication channels are established

5.	 GOV5: Relevant AI actors are engaged

6.	 GOV6: Supply chain for third-party software and data is enforced
The AI RMF Map function establishes a context to frame risks. The Map function has the following 
five categories that translate to five risk candidates:

1.	 MAP1: Purpose, users, expectations, impacts, assumptions, limitations, actors, mission, goals, 
and risk tolerances are established and understood

2.	 MAP2: System categorized with TEVV (Test, Evaluation, Verifica-
tion, & Validation) considerations identified and documented

3.	 MAP3: Benchmarks established for expected costs and ben-
efits, operator proficiency, and human oversight
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4.	 MAP4: Risks and benefits mapped for all components, including third-party software and data

5.	 MAP5: Likelihood and magnitude of beneficial and harmful impacts are identified
The AI RMF Measure function employs quantitative and qualitative techniques and methodologies to 
analyze, assess, benchmark, monitor, and document AI risk and related impacts. The Measure func-
tion has four categories that translate to the following four risk candidates:

1.	 MEA1: Implement an approach and metrics to measure AI risks
2.	 MEA2: Evaluate for trustworthiness by applying TEVV criteria for: fairness, bias, 

explainability, interpretability, privacy, security, resiliency, safety, transparency, 
accountability, validity, reliability, human factors, effectiveness, and impact

3.	 MEA3: Tracking continual improvement, unanticipated and emergent AI risks

4.	 MEA4: Efficacy of measurement and consistency
The AI RMF Manage function responds to, recovers from, and communicates about prioritized inci-
dents or events. The Manage function has four categories that translate to the following four risk 
candidates:

1.	 MAN1: Risks are prioritized, responded to, and managed
2.	 MAN2: Strategies to maximize AI benefits and minimize negative impacts are planned, 

prepared, implemented, documented, and informed by input from relevant AI actors

3.	 MAN3: Monitor risks and benefits from third-party entities

4.	 MAN4: Risk treatments are documented and monitored
Table 2 depicts the 19 risks categories with brief descriptions of their purpose and intent. These 19 
risk categories will effectively ensure the AI system is appropriately governed, mapped, measured, 
and managed.

Govern:6 Map:5 Measure:4 Manage:4
Policies, processes, pro-
edures, and practices are 
in place, transparent, and 
implmented effectively

Context is established 
and understood

Appropriate methods and 
metrics are identified and 
applied

AI risks based on 
assesments and other 
analytical output are 
prioritized, responded 
to, and managed

Accountability structures 
are in place so that the 
appropriate teams and 
individuals are empow-
ered, responsible, and 
trained

Categorization of the AI 
systems are performed

AI systems are evaluated 
for trustworthy characteris-
tics

Strategies to maximize 
AI benefits and mini-
mize negetive impacts 
are planned, prepared, 
implmented, docu-
mented, and informed 
by input from relevant 
AI actors

Workforce diversity, 
equity, inclusion, and 
accessibility processes 
are prioritized

AI capabilities, targeted 
usage, goals, and 
unexpected benefits 
and costs compared 
with appropraiate 
benchmarks are under-
stood

Mechanisms for tracking 
identified AI risks over time 
are in place

AI risks and benefits 
from third-party entities 
are managed

Table 2. 19 categories for scoring AI risk.
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Organizational teams are 
committed to a culture 
that conisders and com-
municates AI risk

Risks and benefits are 
mapped for all compo-
nents of the AI system 
including third-party 
software and data

Feedback about efficacy of 
measurement is gathered 
and assessed

Risk treatments includ-
ing response and 
recovery, and commu-
nication plans to the 
identified and mea-
sured AI risks are docu-
mented and monitored 
regularly

Processes are in place 
for for robust engage-
ment with relevant AI 
actors

Impacts to individuals, 
groups, communites, 
organizations, and soci-
ety are characterized

Policies and procedures 
are in place to addresss 
AI risks and benefits 
arising from third-party 
software, data, and other 
supply chain issues

Each of these 19 categories has respective subcategory capabilities. The 72 NIST AI RMF subcat-
egories provide useful mechanisms to identify potential risk candidates; however, it lacks a means 
to efficiently quantify the effectiveness of the aspects of a safe, secure, robust, and trustworthy AI 
system. What’s needed is a standardized means to score each of the subcategories to evaluate risk. 
By combining the construct of Tiers within the NIST CSF we can both identify and quantify the risk of 
AI Systems [10].

Scoring Capabilities & Quantifying 
Risk

NIST CSF Tiers characterize the rigor of an organization’s cybersecurity risk governance and man-
agement practices, and they provide context for how an organization views cybersecurity risks and 
the processes in place to manage those risks. The Tiers used to rank subcategory capabilities, as 
shown below and in Figure 3, guide how to rank an organization’s currently deployed practices for 
managing cybersecurity risk:

•	 Not Applied (Tier 0) – There are no practices formularized or implemented in this area  
•	 Partial (Tier 1) – Practices are not formalized and are implemented in a reactive or ad hoc 

manner
•	 Risk Informed (Tier 2) – Practices are approved by management but may not be estab-

lished as organizational-wide policy. There is awareness of risk but an organization-wide 
approach to manage risk has not been established

•	 Repeatable (Tier 3) – Practices are formally approved and expressed as policy. Organiza-
tion-wide approaches are regularly updated based on changes in requirements

•	 Adaptive (Tier 4) – The organization adapts practices based on previous and current activi-
ties, including lessons learned and predictive indicators

Table 2. 19 categories for scoring AI risk.
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The Tiers help set the overall tone for how an organization manages cybersecurity risks for this AI 
System and describes a progression from doing nothing to informal ad hoc responses to approaches 
that are risk-informed to repeatable practices that are codified in formal policy to adaptive practices 
that are continuously improving. Ranking each of the 72 AI Subcategories with a value from 0 to 4 will 
help quantify likelihood of potential compromise to the system. A chain is only as strong as its weak-
est link; therefore, the lowest subcategory ranking should be applied as the overall ranking for that 
category. This will result in 19 risk candidates corresponding to each of the 19 categories, each with a 
likelihood value that corresponds to its tier ranking.

Figure 3. Ranking AI RMF subcategories via NIST CSF tiers.

Risk Reporting 
Example

The DoD employs a 5x5 risk assessment 
matrix, in accordance with DoD Direc-
tive (DoDD) 5000.1, and DoD Instruc-
tion (DoDI) 5000.2 [11][12]. This risk 
assessment matrix reports cyber risks 
based on the intersection of Likelihood 
of occurrence and the system/mission 
consequence or Impacts. The standard 
5x5 DoD risk reporting matrix is illustrated 
in Figure 4. The five levels of risk corre-
spond to the colors depicting Red as Very 
High, Orange as High, Yellow as Moder-
ate, Light Green as Low, and Dark Green 
as Very Low.

Figure 4. DoD Standard 5x5 
risk reporting matrix. 
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The DoD Standard 5x5 Risk Reporting Matrix scores Likelihood of occurrence values on a scale of 
1-5 based on the probability or susceptibility of compromise by a threat agent, that ranges from one 
end of the spectrum where L-1 corresponds to Highly Unlikely, to the opposite end where the value 
L-5 corresponds to Near Certain. For each of the 19 AI risk categories, use Table 3 to map the 0-4 
Tier rankings to the five Likelihood values. Table 3 illustrates how to correlate the five Tier rankings to 
the five Likelihood values according to the following mapping.

Tier Ranking Likelihood Value
0 - Not Applied 5 - Near Certain

1- Partial 4 - Highly Likely

2 - Risk Informed 3 - Somewhat Likely

3 - Repeatable 2 - Unlikely

4 - Adaptive 1 - Highly Unlikely

Since risk is the intersection of likelihood and impact, the likelihood values need to be combined with 
impact level to arrive at a risk rating. The impact levels I-1 through I-5 depicted in Figure 4 relate 
to the potential consequences of an exploit to degrade the system and/or mission according to the 
following scale: 1=Minimal, 2=Minor, 3=Moderate, 4=Significant or Unacceptable, 5=Severe or Cata-
strophic mission failure or exceptionally grave damage.

The impact level is largely influenced by the domain the system operates within. In areas where 
AI supports non-mission critical capabilities, the impact would be significantly lower than in deploy-
ments that do support critical capabilities and that impact safety to people’s lives and/or our nation. AI 
deployed in DoD Weapon Systems should be on the higher end of that spectrum. For DoD Weapon 
Systems, it is recommended that an impact level of 4 be applied, relating to the fact that potential 
degradations in capabilities would have a significant or unacceptable impact to the system and/or 
mission. Variations from that impact level can be made at the discretion of the system owner on a 
case-by-case basis. 

For DoD Weapon Systems with an impact level of 4, there are three potential risk ratings: High, Mod-
erate, and Low. This risk assessment methodology derives those risk levels from the Tier ranking of 
subcategories that aggregate to the 19 AI risk categories. Simply stated, if the subcategory Tier rank-
ing of needed capabilities is 0-Not Applied or 1-Partially Applied, then the risk rating is High. When 
the subcategory capabilities are 2-Risk Informed, the risk rating is Moderate. When the subcategory 
capabilities are 3-Repeatable or 4-Adaptive, then the risk rating is Low. Whenever a risk rating is 
unacceptably high, then a Plan of Action & Milestones (POA&M) should be developed to effectively 
mitigate risk by applying the subcategory capabilities with an increased level of rigor and discipline. 
Table 4 depicts risk ratings of High, Moderate, and Low from applying an impact level of 4 and the 
corresponding tier rankings and associated likelihood values. 

Table 3. Correlating tier Rankings to Likelihood Values.
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Tier 
Ranking

Likelihood 
Value

Risk 
Ranking

0 5 High 
1 4 High
2 3 Moderate
3 2 Low 
4 1 Low

Factoring Bias
For all the amazing possibilities and helpful benefits AI can provide, inherent unfair bias must be 
factored into the predictions, recommendations, and answers it provides. Models may exhibit good 
overall performance but still have unintended bias that may result in harm. The downside of AI is 
innate bias that misinforms and misleads decision making. The negative influence of AI bias must be 
mitigated by recognizing it, compensating for it, and ultimately removing it. 

What is the source of bias in AI systems? Is bias born from biased programmers, biased data, or 
biased data labeling? Skewed training data is the predominant contributor to AI bias. Unique demo-

graphic characterizations also 
account for misrepresentations 
and misleading results. 

Entirely eliminating all bias in 
AI systems may be theoretically 
impossible but it is essential to 
recognize unexpectedly skewed 
results and mitigate harmful bias 
as much as possible to achieve 
controllable and safe results. 
Even small divergences from 
expected behavior can have 
a “butterfly effect,” in which 
seemingly minor biases can be 
amplified and have far-reaching 
consequences. What practical 
interventions can reduce predic-
tion bias? Correcting unfair bias 
requires normalizing training 
data and applying cross-demo-
graphic averaging.

Statistical bias can be measured 
as the difference between the 
expected value of a prediction 

Table 4. Scoring risk based on tier ranking and likelihood values.
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and the true value of the outcome variable. Representativeness bias can be measured as the dis-
tribution of the data samples across different groups using a chi-square test. Fairness bias can be 
measured as the disparity of a prediction for different groups or individuals.

Measuring Trustworthiness
Trustworthiness is dependably doing well what users intend and not doing undesirable things [13]. 
Qualitatively and quantitatively measuring AI trustworthiness is one of the greatest challenges to 
properly gauge these inscrutable systems. Functional performance evaluations are useful to measure 
validity and reliability. NIST defines the essential components of AI trustworthiness as:

•	 Validity and reliability
•	 Safety
•	 Security and resiliency
•	 Accountability and transparency
•	 Explainability and interpretability
•	 Privacy
•	 Fairness with harmful bias mitigated 

Building trustworthy AI systems must be considered throughout the system lifecycle to support mis-
sion-critical capabilities. Trustworthy design considerations should be embedded from the initial 
planning stage through release and sustainment. By intentionally building trustworthiness throughout 
system design, organizations can capture the full potential of AI’s intended promise.

How well does the model react by recovering to the desired performance after failures? Does the 
model perform outside natural variations from how it was trained? Is the model proactive to effectively 
respond to malicious adversaries who have some knowledge and system-level access? How certain 
does a model’s predictions need to be? Does the system need to be updated, retrained, or revali-
dated over time due to changes in its environment? Is the training data, testing data, and validation 
data representative of the operational environment? Does the operational context and associated 
data change over time? Are there bottlenecks that introduce latency, affecting real-time analytics or 
autonomous navigation? These are some of the many questions to consider as part of evaluating for 
trustworthiness.

Both over and under trusting an AI system can lead to regrettable outcomes, so the DoD’s goal 
should be appropriately calibrating trust. Too much trust can endanger users who rely on it in con-
ditions where the AI system performs poorly. Conversely, too little trust may lead users to abandon 
the capabilities or cause them to scrutinize every decision, driving them to become overwhelmed by 
doing work that was not in the Concept of Operations on top of all their other tasks and responsibili-
ties. 

Failures in AI
The following real-life scenarios illustrate how AI deployed in DoD Weapon Systems could lead to 
unfortunate results. Hopefully this emphasizes the critical need for adequate risk management. 

The DARPA Squad X program deployed AI to detect enemy forces in urban environments. Trained 
on images of soldiers walking, eight Marines were challenged to defeat the AI sensor without being 
detected. All succeeded by somersaulting, hiding under cardboard boxes, and camouflaging as fir 
trees. 
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A helicopter pilot is unaware that their threat recognition system does not work well in a forested envi-
ronment. Their undue trust and failure to increase vigilance leads them to being shot down.

An operator does not understand that their target recognition system has a large amount of uncer-
tainty. They mistakenly identify a school bus as an enemy troop transport.

By the time a machine learning fault-recognition system onboard an aircraft has enough data to iden-
tify the cause of a flameout, it is too late to take corrective action.

Soldiers had good experiences with their Optionally-Manned Fighting Vehicle AI driver in the low-
lands and have been letting it drive unsupervised in mountainous terrain, where the AI system was 
untrained. It ends up driving off a cliff.

A warfighter intentionally aims to miss for a warning shot, but their AI assist doesn’t understand their 
intent and lacks a warning shot function. It “corrects” and kills the target.

Effective Test & Evaluation
Experienced AI testers with the right domain knowledge are a scarce and valuable commodity. This 
makes effective AI testing a difficult challenge. To further complicate the situation, operationally realis-
tic testing tools are often lacking. The DoD has compiled a Responsible AI (RAI) Toolkit consisting of 
70+ industry-standard, open-source tools to assist as a starting point to assess and mitigate risks or 
improve development of AI systems [14]. Eventually, DoD-specific tools will augment this RAI Toolkit. 

An effective Test & Evaluation (T&E) strategy captures mission capabilities, prioritizes assessment 
areas, specifies resources required, identifies shortfalls in resources, and describes the test activities 
necessary to evaluate the system. The most critical ingredient for effective testing is often engage-
ment from the warfighter.

All systems should incorporate operational realism into their T&E plans throughout the system’s 
lifecycle. The system under test (SUT) must be production representative to accurately represent the 
planned fielded configuration that end users will deploy. When deployed outside of the conditions 
in which they were trained, AI/ML models can perform unpredictably and fail to conform to human 
expectations. Furthermore, when AI systems are trained with poor quality, nonrepresentative data, 
they will likely be ineffective. However, they may appear to be misleadingly effective if the test dataset 
is not operationally realistic   . Testers should create adversarial examples and other robust training 
techniques for the test and development of AI. Correcting a complex model trained on unrepresenta-
tive data may be exceedingly challenging, if not impossible late in development. This is why opera-
tionally realistic testing early in the lifecycle is essential. 

Traditional T&E methods are still applicable, but the novel challenges of non-deterministic AI systems 
exacerbate the capabilities of legacy testers to execute and determine when the system has been 
adequately tested. Testing needs to be different for AI-enabled systems; however, evaluation stan-
dards have not usually been established for tasks frequently performed by humans. Determining what 
constitutes adequacy for tasks without historical benchmarks makes evaluating performance chal-
lenging, especially for tasks that are not easily quantifiable. Therefore, testing must evolve to account 
for the challenges that AI systems impose.

What essential elements are needed for effective testing? Correctness is just the tip of the iceberg 
when it comes to rigorously and robustly evaluating the performance of AI models. Testing an AI 
model is vital for its quality, reliability, and usefulness. But ensuring testing is sufficiently robust is not 
simple, as many subtle aspects of performance require evaluation and validation. Correctness, the 
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most visible and intuitive metric, shows how well a model achieves its functional performance goals. 
But correctness measurements like accuracy, precision, and/or recall alone are not enough for rig-
orous and robust performance evaluation. At present, we face a perplexing choice between fielding 
AI systems of unknown trustworthiness or being bound by the limitations of our ability to provide 
valid and compelling evidence for trustworthiness. Developers are on the verge of having AI systems 
whose potential employment is limited not by their trustworthiness, but by our ability to understand 
and characterize that trustworthiness.

Many aspects of AI are hidden, but vital for ensuring the quality and reliability of the model. These 
aspects include how the model handles different sources of error (such as bias and drift), how the 
model explains its output and reasoning, how the model responds to different situations and inputs 
(such as latency and robustness), and how the model represents the real-world problem and data. 
Representativeness and resilience aspects are often interrelated and complex and need to be care-
fully considered when testing an AI model. Effective AI testing is not simple.

Engaging Warfighters
What might seem like a sensible design choice to an engineer may not make sense to warfighters. 
Warfighter engagement is essential as early as possible and throughout the acquisition lifecycle to 
unearth unexpected anomalies. Early engagement will help shape designs to ensure operational 
effectiveness. Throughout the system development lifecycle, engagement is crucial to meet warfighter 
objectives. Post-fielding evaluations also require warfighter expertise as the system evolves. 

AI systems might function as intended but are futile when they don’t effectively interact with opera-
tional users. The need for deployed user interaction further justifies warfighter engagement in AI that 
operates, collaborates with, or coexists within DoD Weapon Systems. At the simplest level, AI capa-
bility can’t be useful if the operational users ignore it or turn it off. Calibrating AI to the roles for which 
the capability is intended to interact is essential for effective performance. 

Summary
Continuously deploying data analytics and AI capabilities delivers an enduring decision advantage, 
accelerating the speed of commanders’ decisions and improving the quality and accuracy of those 
decisions. This paper presents an innovative, standards-based approach to identify and quantify 
risks associated with the AI components in a DoD Weapons System. As the DoD rapidly embraces 
AI capabilities, it is essential that risks be managed appropriately. This novel approach will provide 
Authorizing Officials an effective means to identify and quantify risks so essential mitigation strategies 
can be employed to maximize the benefits AI provides the warfighter. 
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Introduction
This article examines the transformative potential of generative artificial intelligence (AI) in redefining 
software engineering and acquisition practices. Distinguished by the ability to create new content 
from vast datasets, generative AI promises increased productivity and innovation that is particularly 
relevant for the Department of Defense (DoD). However, adopting generative AI poses both opportu-
nities and challenges. This article delves into the nature of generative AI, focusing on large language 
models (LLMs) that produce text-based content and highlighting their application for tasks like code 
generation, document summarization and discrepancy analysis, and decision support. However, the 
potential pitfalls of AI, such as overfitting and biased outputs, necessitate robust validation methods 
and human oversight. We advocate integrating generative AI with human expertise to navigate the 
challenges and fully leverage its potential in software engineering and acquisition.

Demystifying Generative AI and LLMs
Generative AI is only one form of AI, which also includes machine learning, expert systems, neural 
networks, fuzzy logic, evolutionary algorithms, and reinforcement learning [1]. Understanding what 
makes generative AI different from other forms of AI is crucial for understanding how it can best be 
applied to solve software engineering and acquisition problems. For example, machine learning and 
generative AI both rely on training sophisticated models, but these models excel at different tasks. 
Machine learning typically focuses on classification problems (e.g., recognizing an object within an 
image), whereas generative AI differs in its ability to create new content (e.g., generating answers to 
user questions). 

A large language model is a form of generative AI that creates text-based content and has many 
potential applications in software engineering and acquisition, both of which are domains with exten-
sive text-based content. At its core, an LLM is a sophisticated neural network trained on enormous 
repositories of data encompassing books, code, articles, and websites. Through this training, an LLM 
grasps the intricate patterns and interconnections within the input it’s trained upon. The probabilis-
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tic and randomized selection of the “next token” when generating outputs can provide users with an 
impression of correctness and style. Consequently, LLMs can produce coherent output, including 
grammatically accurate sentences and passages that closely resemble human-generated content, as 
well as syntactically and semantically precise software code segments. 

Challenges and Considerations
AI models are distinct from other types of models (e.g., simulation models) that encode precise 
mathematical or physics-based rules for a domain. AI models are statistically based, and they learn 
patterns from training on large data corpora. While this training allows AI models to discover rela-
tions that humans may not recognize, the statistical nature of AI models can also yield errors. Conse-
quently, AI models face several pitfalls that include overfitting to specific datasets or failing to adapt 
to new and diverse data scenarios. These pitfalls underscore the need for robust validation methods 
to ensure these tools are enhancing, rather than compromising, the quality and reliability of software 
products. 

LLMs, for example, are generally adept at parsing and generating nuanced text, which is valuable 
for generating documentation, commenting on code, and facilitating conversational interfaces within 
development tools [2]. The application of LLMs is not without challenges, however, since they can 
misrepresent context or yield biased output based on the data they were trained on. Consequently, 
careful human review and oversight is needed to align the text output of LLMs with software develop-
ment standards, governance policies, and ethical norms.

Opportunities
Despite these issues, incorporating generative AI—particularly LLMs—into software engineering and 
acquisition processes can yield a number of benefits. For example, LLMs can enhance problem-solv-
ing capabilities, streamline the creation and management of technical documentation, and foster 
adaptive information-centric workflows. Naturally, generative AI must be applied judiciously, with care-
ful attention to potential biases, error margins in novel situations, the clarity of user query interpreta-
tion, and the ethical implications of their deployment. 

The synergy between human expertise and generative AI in software engineering and acquisition is 
essential to leverage the full potential of these technologies. As generative AI continues to progress, it 
should not supplant human involvement but rather complement it, ensuring that AI-augmented out-
puts are understandable and ethically sound. It is vital to maintain human oversight to validate the 
reliability and accuracy of outputs produced by generative AI. 

While the generative AI discussion in this paper focuses on a single modality (text) in conjunction with 
LLMs, applications in other modalities are maturing quickly. Generative AI can already create images, 
audio, and video based on text input, each of which creates additional opportunities for the applica-
tion of this technology. For example, generative AI can be used to: 

1.	 Create prompt-based prototypes [3]

2.	 Simulate user interface designs

3.	 Create educational videos that demonstrate the use of new software tools or features

4.	 Automate the production of training materials based on acquisition documents

5.	 Generate realistic audio-visual scenarios for testing software interoperability
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6.	 Craft visualizations that help stakeholders understand the impli-
cations of different software architectures.

Generative AI in Software Engineering
The integration of generative AI presents various opportunities in software engineering tasks, such as 
code generation, configuration deployment, and testing support, as summarized below:

•	 It can generate boilerplate code, significantly enhancing software development workflows by 
reducing manual coding errors and increasing developer productivity. 

•	 It can generate setup and provisioning files for software environments, ensuring consistency 
and accuracy across configurations of multiple deployments. 

•	 It can generate tests for edge cases, increasing the coverage and reliability of software testing 
processes.

Used appropriately, tools that incorporate generative AI can help developers significantly accelerate 
the development of experimental defense capability by enabling rapid prototyping and simulation. An 
ongoing challenge, however, involves defining success criteria for the many emerging uses of genera-
tive AI in software engineering [4]. Our experience at the Carnegie Mellon University (CMU) Software 
Engineering Institute (SEI) —a DoD federally funded research and development center (FFRDC)—
indicates that integrating generative AI into the software development lifecycle (SDLC) requires a 
measured approach, balancing concerns like disclosure, accuracy, and ethical use [5][6][7]. Success 
hinges on developing organizational policies for such concerns and adapting to evolving governance 
and regulations. 

An empirical understanding of workflow alterations and data collection helps inform decisions about 
the success of new approaches. For instance, by tracking the time required for automated code 
generation versus manual coding practices, organizations can assess productivity gains and deter-
mine the optimal integration of AI-augmented methods within their development lifecycles. Moreover, 
traditional practices, such as code reviews with customized checklists, may even regain prominence, 
providing humans in the loop with the tools and methods to ensure the reliability and testability of 
code and systems developed with the assistance of generative AI. 

Figure 1. Taxonomy 
of AI Augmentation for 

System Operations and 
the Software Devel-
opment Lifecycle.



CrossTalk - May 2024   29

Figure 1 expands upon the vision presented in our 2021 book, Architecting the Future of Software 
Engineering: A National Agenda for Software Engineering Research & Development, to codify oppor-
tunities for applying AI augmentation in both system operations and the SDLC, ranging from conven-
tional methods to fully AI-augmented methods [8][9]. Use of generative AI is a driver of the degree of 
AI-augmentation in the SDLC axis in the scope of our discussion in this paper, but use of AI technolo-
gies in operations or the SDLC is not limited to generative AI. 

Each quadrant in Figure 1 is summarized below:
•	 Conventional systems built using conventional SDLC techniques—This quad-

rant represents a low degree of AI augmentation for both system operations and the SDLC, 
which is the baseline of most software-reliant projects today. An example is an avionics mis-
sion computing system that uses distributed object computing middleware and rate monotonic 
scheduling and is developed using conventional SDLC processes without any AI-augmented 
tools or methods.

•	 Conventional systems built using AI-augmented techniques—This quadrant rep-
resents an emerging area of research, development, and practice in the software engineering 
community, where system operations have a low degree of AI augmentation, but AI-augmented 
tools and methods are used in the SDLC. An example is a website hosting service where the 
content is not AI augmented, but the development process employs AI-based code generators 
(such as GitHub Copilot), AI-based code review tools (such as Codiga), and/or AI-based test-
ing tools (such as DiffBlue Cover).

•	 AI-augmented systems built using conventional SDLC techniques—This quad-
rant represents a high degree of AI augmentation in systems, especially in their runtime oper-
ations, but uses conventional methods in the SDLC. An example is a recommendation engine 
in an e-commerce platform that employs machine learning algorithms to personalize recom-
mendations, but the software itself is developed, tested, and deployed using conventional Agile 
methods and the React.js and Node.js frameworks.

•	 AI-augmented systems built using AI-augmented techniques—This quadrant 
represents the pinnacle of AI augmentation, with a high degree of AI-augmentation for both 
systems operations and the SDLC. An example is a self-driving car system that uses machine 
learning algorithms for navigation and decision making while also using AI-driven code genera-
tors, code review and repair tools, unit test generation, and DevOps tools for software develop-
ment, testing, and deployment.

Applying generative AI for AI-augmented methods in software engineering is likely to change many 
processes across the SDLC. Further work is needed to address potential errors unique to genera-
tive AI (e.g., new tools for detecting and addressing these errors) and methods for measuring the 
impact of generative AI use (e.g., on feature delivery rates and data protection). Software engineer-
ing research to date has largely focused on demonstrating application of LLMs to improve routine 
software engineering tasks, demonstrating improvements along building conventional systems using 
AI-augmented SDLC techniques. Examples include:

•	 Using LLMs in test automation [10]
•	 Converting requirements to machine readable formats [11]
•	 Auto code completion [12]
•	 Code comment generation [13]
•	 Program repair [14]
•	 Code review [15] 

Works such as these, focusing on improving tasks using LLM approaches, need to be complemented 
by approaches which look at end to end workflows and how to complement LLMs with other automa-
tion. 
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Moreover, research is needed to develop specialized AI models for domains and technologies that 
are uncommon outside of the DoD. For example, commercial generative AI will likely favor current 
technologies (such as service-oriented architectures and mobile cloud computing) and popular pro-
gramming languages (such as Python and Rust). Consequently, it may be hard for DoD programs to 
leverage generative AI capabilities in less common settings, such as maintenance and modernization 
of systems that use older programming languages, such as Fortran, Jovial, or even Cobol.   

Generative AI in Acquisition
The application of generative AI to DoD acquisition is a potentially transformative shift, offering oppor-
tunities to streamline processes, enhance strategic decision making, and optimize use of limited 
expertise and resources in DoD acquisition [16]. In the highly complex, heavily regulated, and securi-
ty-sensitive domain of DoD acquisition, generative AI can perform several pivotal tasks, including the 
following:

•	 It can summarize voluminous policy documents (e.g., DoD directives, instructions, memo-
randa, and guidance) and assist in updating the documentation to increase consistency.

•	 It can sift through extensive regulatory policies and standards to identify the most relevant 
areas for a specific acquisition or system context and assist in monitoring regulatory compli-
ance throughout the system lifecycle.

•	 It can assist in identifying potential risks or threats within the acquisition process, for example 
from cyber threats or supply chain compromises. This proactive and ongoing identification 
allows for the implementation of robust security measures and risk mitigation strategies.

Success in applying generative AI within defense acquisition can be evaluated via several criteria, 
including the enhancement of national security, the efficiency of procurement processes, the regula-
tory compliance of acquired defense systems, and the effectiveness of risk management. Measur-
able outcomes include the reduction of development and procurement timelines, improvements in 
the quality and performance of defense capabilities, and higher mission resilience through regulatory 
compliance and risk mitigation.

The application of generative AI in defense acquisition workflows similarly includes multiple risks and 
considerations. The reliance on generative AI to inform decision-making processes necessitates clear 
process and scrutiny to reduce biases and ensure data integrity. Moreover, there’s the challenge of 
ensuring that AI-generated solutions comply with international laws and ethical standards related 

Figure 2. Taxonomy 
of AI Augmentation for 

System Operations and 
Acquisition Activities.
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to defense acquisition. To mitigate these risks, a well-balanced approach that combines generative 
AI with human expertise and oversight is crucial to ensuring defense acquisition processes remain 
secure, efficient, and aligned with strategic objectives.

Figure 2 depicts opportunities for applying AI augmentation in both system operations and acquisition 
activities, ranging from conventional to fully AI-augmented methods. Use of generative AI is a driver 
of the degree of AI-augmentation in the acquisition activities axis in the scope of our discussion in this 
paper, but use of AI technologies in operations and the SDLC is not limited to generative AI. 

Each quadrant in Figure 2 is summarized below.
•	 Conventional systems acquired using conventional acquisition methods—

This quadrant represents a low degree of AI augmentation (if used at all) for both system oper-
ations and acquisition, which is the baseline of the vast majority of software-reliant acquisition 
programs today. An example is a military-grade GPS satellite system that uses traditional data 
transmission and encryption for operations and is developed using conventional acquisition 
processes without any AI-augmented tools or methods.

•	 Conventional systems acquired using AI-augmented acquisition methods—
This quadrant represents an emerging area of research in the acquisition community in which 
system operations have a low degree of AI augmentation, but AI-augmented tools and meth-
ods are used in the acquisition activities. An example is a GPS-guided munition where the 
content is not AI-augmented, but the acquisition activities employ AI-assistance in identifying 
and analyzing relevant regulations, standards, and potential security risks.

•	 AI-augmented systems acquired using conventional acquisition methods—
This quadrant represents a high degree of AI augmentation in systems, especially in opera-
tions, but uses conventional methods in the acquisition. An example is a radar system that 
employs machine learning to identify and prioritize possible targets, but the system is acquired 
using conventional methods.

•	 AI-augmented systems acquired using AI-augmented acquisition methods—
This quadrant represents the pinnacle of AI augmentation, with a high degree of AI-augmen-
tation for both systems operations and the acquisition. An example is an autonomous vehicle 
or platform that employs AI to navigate while also using AI-augmented acquisition processes, 
methods, and tools, such as text summarization and semi-automated regulatory compliance.

It is important to recognize that applying advanced tool support to acquisition tasks—especially gen-
erative AI-based techniques—is still in its infancy. Further work is needed, therefore, on developing 
more sophisticated generative AI models that can: 

1.	 Understand and interpret large and complex acquisition documents
2.	 Enhance the data analytics capabilities to forecast project outcomes and risks more accurately

3.	 Create more intuitive interfaces for human-AI interaction to facilitate decision making

4.	 Conduct comprehensive studies on the long-term impacts and 
ethics of AI integration into the acquisition process

Moreover, acquisition professionals must be trained to manage and collaborate with AI-augmented 
processes and systems effectively to enable the seamless integration of AI tools within existing acqui-
sition workflows, as discussed in the “Essential Generative AI Skills for the Workforce of Tomorrow” 
section on page 36.
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Example Software Engineering and 
Acquisition Use Cases 

The ability of LLMs to generate plausible content for text and code applications in software engineer-
ing has motivated steadily increasing experimentation by researchers and practitioners. For example, 
a literature review of 229 research papers written between 2017-2023 on the application of LLMs to 
software engineering problems finds applications spanning requirements, design, development, test-
ing, maintenance, and management activities, with development and testing being the most common 
[2].

Based on our work with many government organizations, the SEI has adopted a broader perspective 
and formulated several dozen ideas for using LLMs in common software engineering and acquisition 
activities (see Table 1 for examples) [5]. Two important observations emerged from this activity. First, 
most use cases represent human-AI partnerships in which an LLM or generative AI service could be 
used to help humans complete tasks more quickly (as opposed to replacing humans). Second, decid-
ing which use cases would be most feasible, beneficial, or affordable is a non-trivial decision for those 
organizations just getting started with LLMs. A discussion on developing use cases and assessing the 
suitability of generative AI is available in the SEI report on Assessing Opportunities for LLMs in Soft-
ware Engineering and Acquisition [5].

Software 
Engineering Use 

Cases

Acquisition Use 
Cases

SE1. A developer uses an LLM to find vulnerabil-
ities in existing code, hoping that the exercise will 
catch additional issues not already found by static 
analysis tools.

A1. A new acquisition specialist uses an LLM to 
generate an overview of relevant federal regula-
tions for an upcoming RFP review, expecting the 
summary to save time in background reading.

SE2. A developer uses an LLM to generate code 
that parses structured input files and performs 
specified numerical analysis of its inputs, expect-
ing it to generate code with the desired capabili-
ties.

A2. A chief engineer uses an LLM to generate a 
comparison of alternatives from multiple propos-
als, expecting it to use the budget and schedule 
formulas from previous similar proposal reviews 
and generate accurate itemized comparisons.

SE3. A tester uses an LLM to create functional 
test cases, expecting it to produce a set of text 
test cases from a provided requirements docu-
ment.

A3. A contract specialist uses an LLM to generate 
ideas for an RFI solicitation given a set of con-
cerns and a vague problem description, expect-
ing it to generate a draft RFI that is at least 75% 
aligned with their needs.

SE4. A developer uses an LLM to generate soft-
ware documentation from code to be maintained, 
expecting it to summarize its functionality and 
interface.

A4. A CTO uses an LLM to create a report sum-
marizing all uses of digital engineering technol-
ogies in the organization based on internal doc-
uments, expecting it can quickly produce a clear 
summary that is at least 90% correct.

Table 1. Sample Software Engineering and Acquisition Use Cases.
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Table 1. Sample Software Engineering and Acquisition Use Cases.

SE5. A software engineer who is unfamiliar with 
SQL uses an LLM to generate a SQL query 
from a natural language description, expecting 
it to generate a correct query that can be tested 
immediately.

A5. A program office lead uses an LLM to eval-
uate a contractor’s code delivery for compliance 
with required design patterns, expecting that it will 
identify any instances in which the code fails to 
use required patterns.

SE6. A software architect uses an LLM to vali-
date whether code that is ready for deployment is 
consistent with the system’s architecture, expect-
ing that it will reliably catch deviations from the 
intended architecture.

A6. A program manager uses an LLM to summa-
rize a set of historical artifacts from the past six 
months in preparation for a high visibility program 
review and provides specific retrieval criteria 
(e.g., delivery tempo, status of open defects, and 
schedule), expecting it to generate an accurate 
summary of program status that complies with the 
retrieval criteria.

SE7. A developer uses an LLM to translate sev-
eral classes from C++ to Rust, expecting that the 
translated code will pass the same tests and be 
more secure and memory safe.

A7. A program manager uses an LLM to gener-
ate a revised draft of a statement of work given 
a short starting description and a list of concerns 
(e.g., cybersecurity, software delivery tempo, 
and interoperability goals). The program man-
ager expects it to generate a structure that can 
be quickly refined and that includes topics drawn 
from best practices that they may not think to 
request explicitly.

SE8. A developer uses an LLM to generate syn-
thetic test data for a new feature being devel-
oped, expecting that it will quickly generate syn-
tactically correct and representative data.

A8. A requirements engineer uses an LLM to 
generate draft requirements statements for a pro-
gram upgrade based on past similar capabilities, 
expecting them to be a good starting point.

SE9. A developer provides an LLM with code that 
is failing in production and a description of the 
failures, expecting it to help the developer diag-
nose the root cause and propose a fix.

A9. A contract officer Is seeking funding to con-
duct research on a high priority topic they are not 
familiar with. The contract officer uses an LLM to 
create example project descriptions for their con-
text, expecting it to produce reasonable descrip-
tions.

Deciding When (and When Not) to 
use Generative AI 

As generative AI continues to reshape day-to-day tasks in the software engineering and acquisition 
ecosystems, a key question to consider is when generative AI should and should not be used. Some 
transformative opportunities exist that boost productivity, such as coding, testing, simulation, doc-
ument analysis, and data synthesis. However, challenges like “hallucinations” (which are incorrect 
information generated by an LLM) and data disclosure necessitate a measured approach. 

Determining the suitability of generative AI for any given task depends on assessing the nature and 
complexity of the task against concerns like data disclosure, accuracy, and ethical use, especially 
in sensitive contexts like DoD acquisition programs. Recognizing such concerns and deciding how 
to address each helps decision makers make more informed choices. Multiple perspectives should 
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therefore be considered before adopting generative AI since it sometimes produces incorrect results. 
Figure 3 depicts this perspective based on the following two questions: 

•	 How much time and effort are needed for users to recognize that results from generative AI are 
incorrect? 

•	 What are the consequences of users acting on mistaken results? 

Figure 3. Two Ways of Evaluating Concerns 
with the Generation of Incorrect Results.

Figure 3 shows a 
notional placement 
of the use cases 
from Table 1. The 
actual placement 
would require refine-
ment of these use 
cases for specific 
application contexts, 
but the notional 
placement on these 
two questions pro-
vides insights into 
the opportunities 
for applying LLMs 
to a range of use 
cases. The upper-
right (green) quad-
rant is ideal since 
mistakes have small 
consequences and 

users can detect them with minimal effort. Use cases in this quadrant are thus a good place for orga-
nizations to begin experimenting with generative AI adoption. In contrast, the lower-left quadrant 
represents the least favorable use cases for applying generative AI since mistakes have large conse-
quences and require extensive time and effort for users to detect. 

Software development organizations and acquisition programs can employ several strategies to 
manage concerns about the use of generative AI. The following sections describe local deployment, 
use of domain-specific models, and the establishment of ethical use guidelines as three candidate 
strategies relevant to government use cases, as well as use cases for other high-stakes domains, 
such as healthcare, finance, and law.

Local Deployment to Mitigate Data Disclosure Challenges 
Use of commercial generative AI services often requires users to share data they operate on (e.g., 
prompts, code being generated, and documents being summarized) with the service provider 
because the models are hosted remotely. While not all use cases require sharing sensitive data, 
many do, which is unacceptable for defense systems, defense software engineering, and defense 
acquisition. For example, uploading proprietary or controlled unclassified information (CUI) doc-
uments to a generative AI service violates data disclosure rules since those documents would be 
ingested into the generative AI service and therefore accessible to unauthorized individuals.

Strategies for handling sensitive data disclosure in the DoD and other high-stakes domains may 
involve the use of synthetic data to address disclosure concerns, although this approach has limita-
tions [17]. New approaches for security classification adherence are also needed to ensure appro-
priate handling of classified and unclassified data. Human oversight remains vital for task-specific 
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applications, with continuous human involvement ensuring that data is only disclosed as permitted by 
policy and regulations.

One way to significantly mitigate this risk is to rely on LLMs that are hosted on trusted networks and 
share no information with the model’s owner. Local LLMs can include models that are trained locally, 
open-source models that are deployed locally, or commercial offerings that are deployed locally (e.g., 
complying with FedRAMP guidance). Although local LLMs may not be as powerful or up-to-date as 
their remote counterparts, they may be viable choices for many applications based on the success 
criteria, evaluation criteria, and risk concerns of each use case.

Use of Domain-Specific Models to Enhance Generative AI 
Accuracy

Exploring the role of domain-specific models may aid the use of generative AI in specialized envi-
ronments. Domain-specific LLMs are trained on data from a specific geographical or organizational 
context, which can capture nuances and patterns relevant to that particular environment [18]. These 
models contribute to improved accuracy and relevance in generating outputs tailored to local require-
ments, ensuring that the generated content aligns closely with the specific needs of the intended 
users or stakeholders. In the context of software engineering and acquisition, domain-specific models 
can be trained to understand and generate content that is deeply intertwined with the unique prac-
tices, terminology, and challenges of these fields. 

For instance, within software engineering, domain-specific models could predict how changes to 
one part of a system might affect the rest or suggest software patterns that are most appropriate for 
a given requirement. In software acquisition, these models could simulate the project management 
lifecycle to forecast potential risks and outcomes, generate documentation that aligns with legal and 
industry standards, or optimize the allocation of resources. This tailored application of generative AI to 
the intricacies of software development and procurement processes can lead to more precise require-
ment analyses, better cost estimations, and improved strategic decision making, thereby enhancing 
the overall quality and reliability of software products and the efficiency of acquisition processes.

Domain-specific models for software engineering can also be trained on a vast repository of code 
unique to a specific programming language or framework. This specialization allows generative AI 
to offer more accurate and contextually relevant code suggestions, aiding developers in their coding 
tasks. Investing in domain-specific models for defense applications helps align their capabilities with 
the unique needs of hyperspectral imaging, radio frequency sensing, and other modalities. 

Domain-specific models also come with challenges, however, including assembling enough quality 
training data and verifying output behaviors. These challenges should be evaluated carefully, so that 
the net benefit to the system is an improvement in productivity, capability, or some other relevant 
metric. Nevertheless, the incorporation of domain-specific models in generative AI has the potential to 
ensure a more tailored and context-aware application of AI technologies.

Establishing Responsible and Ethical Use Guidelines
The responsible use of generative AI in tomorrow’s workforce is critical to mitigate the potential risks 
and ethical concerns associated with this technology. Responsible and ethical development and 
use of generative AI is an area of concern that spans multiple activities, including (but not limited to) 
data collection and preparation, model development, and use of generative AI tools and services. 
Challenges include the perpetuation of biases inherent in training data, the necessity for consistent 
monitoring and updates to prevent misuse, and the complexities surrounding the explainability of 
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sophisticated models. Addressing these challenges requires an ongoing commitment to research, col-
laboration, and transparency to foster an equilibrium between innovation, development, and responsi-
ble use. It is critical to establish the scope of activities for intended use and clarify the guidelines that 
are most applicable to stakeholders. 

The capabilities of generative AI models are evolving rapidly, so it is essential to educate users on 
their responsible use. There is an emerging consensus among developers and users that the most 
effective generative AI tools are those that empower users with control over data privacy, model train-
ing parameters, and content generation constraints [19]. Usage patterns across software engineer-
ing and acquisition reveal a consistent interactive cycle that includes prompting the AI, executing an 
action based on its response, and then proceeding with further prompts. 

AI-augmented methods should keep humans in the loop for multiple reasons, one of which is to be 
a safeguard and take responsibility for the outcome. Generative AI does make mistakes, so humans 
should operate with that assumption and compensate. This iterative, human-in-the-loop approach 
underscores the critical need for guidelines on the appropriate use of generative AI, accentuating the 
pivotal role of users. Some guidelines will be straightforward (such as simply reminding users of the 
organization’s data privacy and information disclosure policies) whereas others may require strategies 
that include limiting use of generative AI services for particular use cases. 

The landscape of responsible and ethical AI development and application is expanding, with numer-
ous frameworks emerging to mitigate AI’s unintended impacts, including those from generative AI. 
For instance, the Defense Innovation Unit (DIU) has formulated Responsible AI (RAI) guidelines to 
streamline the evaluation process for those involved in AI project development, such as program 
managers, commercial vendors, or government collaborators [20]. These guidelines cover a broad 
spectrum of considerations, including legal, procurement, technical, and operational aspects. They 
offer directives for both AI tool developers and users; for instance, outlining the extent of technical 
transparency required while safeguarding proprietary data. Organizations are encouraged to augment 
these guidelines with their specific procedures and data-sharing policies, ensuring alignment with 
their domain-specific requirements.

The broad adoption of responsible AI in software engineering and acquisition is also contingent on 
legal maturity. As service providers begin to indemnify outputs from generative AI tools against intel-
lectual property infringements, we anticipate the formation of a trusted ecosystem. This ecosystem 
will be critical in fostering responsible use and ensuring that generative AI is leveraged to enhance, 
rather than compromise, the quality and reliability of software products and services.

Essential Generative AI Skills for the 
Workforce of Tomorrow

Generative AI will augment, rather than replace, the capabilities of software engineers and acquisition 
professionals for the foreseeable future. Consequently, workers in both professions must maintain 
expertise in their respective domains. Software engineers will need proficiency with requirement anal-
ysis, software design, programming languages, testing practices, and deployment. Likewise, acqui-
sition professionals will need proficiency with acquisition regulations, acquisition pathways, and their 
application to different system contexts [21].

To unlock the potential of generative AI, however, software engineers and acquisition professionals 
should cultivate new skills, such as those visualized in Figure 4. For example, both should learn 
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prompt engineering and how to apply prompt patterns to elicit effective results from generative AI 
[22]. Likewise, both should master decomposing complex issues into manageable components and 
assessing which of these issues generative AI can help solve. Above all, users who responsibly exer-
cise curiosity, experimentation, and a willingness to learn new skills will guide the DoD in successfully 
adapting to the dynamic landscape of generative AI. 

Figure 4. Representative Skillsets for Soft-
ware Engineers and Acquisition Pro-

fessionals Using Generative AI.

When skillsets are visu-
ally summarized (as seen 
in Figure 4), it becomes 
clear that generative AI 
does not replace software 
and acquisition profes-
sionals, but rather aug-
ments their effectiveness 
through new skills, such 
as prompt engineering 
and problem decomposi-
tion. Individual effective-
ness in utilizing genera-
tive AI may vary based 
on skills, experience, 
and adaptability. Some 
individuals may naturally 
excel in leveraging these 
tools for code generation, 
problem-solving, and 
documentation, whereas 
others may require more 
extensive training. Either 
way, continuous learning 
and adaptability are key. 

Given generative AI’s tendency to make mistakes, validating the outputs of generative AI is an essen-
tial activity for both the software engineering and acquisition communities. The specific skills needed 
to validate output will vary with nature of the task and data, but two questions should always be con-
sidered: Is the information in the output correct, and is any information missing from the output?  Here 
are some examples:

•	 Generating source code for specific requirement—Users can write unit tests to 
confirm that computations performed by generated code are correct. Likewise, users can 
inspect the generated code to confirm that it does not performing any unnecessary work.

•	 Summarizing document contents from a specific stakeholder perspective—
Users can request a summary of main points from a document relevant for a specific stake-
holder (e.g., a software safety engineer, reliability engineer, cybersecurity analyst, etc.) and 
fact check the summary by searching the source material for relevant facts. Users can review 
the source material to confirm that essential and relevant points are included in the summary.

Incorporating generative AI tools into the software engineering educational curricula will help the 
emerging workforce [23]. Of course, existing software engineers must stay abreast of advancements 
throughout their career because changes happen quickly. Generative AI tools can also assist the 
acquisition workforce in keeping current with updates to acquisition regulations. However, acquisition 
professionals are responsible for codifying significant shifts in best practices and new system types, 
pending the availability of adequate new data to train generative AI tools.
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Organizations offering training for acquisition professionals, such as Defense Acquisition Univer-
sity, will also need to incorporate generative AI into their curricula. While generative AI itself may not 
replace jobs, those who excel in using generative AI tools might surpass others in the job market. As 
the landscape of system development evolves, adapting to change and acquiring skills in the use of 
generative AI will be crucial for staying competitive in the dynamic and exciting future envisioned by 
the software engineering community. 

Conclusion: We Must Learn to Nav-
igate an AI-augmented Future for 

Software Engineering and Acquisition
The initial adoption phase of generative AI in software engineering and acquisition will likely be tumul-
tuous as users navigate the applicability and utility of these tools to different tasks. Some ideas will 
be highly successful, whereas others will prove disappointing. This exploratory phase is crucial as we 
collectively learn the potential of generative AI to shape future research and application throughout 
the DoD.

Software engineers across the globe are already applying generative AI in software engineering 
today, demonstrating practical applications in code generation for routine tasks. This early adoption 
has the potential to grow into more impactful applications, including accelerating software moderniza-
tion (e.g., by resolving technical debt and repairing critical errors) and quickly assembling prototypes 
(e.g., by crawling software repositories to identify compatible candidate software elements). Similarly, 
application of generative AI to acquisition activities has potential to improve the efficiency of summari-
zation and document generation of acquisition artifacts.   

Generative AI significantly lowers the barrier to entry for content generation, with potentially mixed 
implications. These technologies are empowering users without formal software engineering back-
grounds to solve complex problems using natural language interfaces, which opens access to the 
ideas and imagination of a much larger population. This empowerment also brings challenges, how-
ever, especially in terms of ensuring the quality of generated content when users lack the deep tech-
nical knowledge traditionally associated with software engineering roles. The impact of incorporating 
generated content without the benefit of conventional engineering review on system stability, security, 
and operational accuracy are unknown. It is important to recognize that generative AI services are 
tools to assist users, they do not replace expertise in software engineering and acquisition. 

The educational landscape for software engineering and acquisition must evolve to integrate genera-
tive AI, preparing students and professionals alike to harness these tools effectively while also under-
standing their limitations and inherent biases. This curriculum development will facilitate a new breed 
of software engineers and acquisition professionals skilled in generative AI use and critical evaluation, 
ensuring their ability to innovate responsibly while maintaining ethical standards. These future-fo-
cused educational strategies are essential as generative AI increasingly becomes integral to many 
disciplines and domains, emphasizing a blend of technical proficiency with a thorough grasp of AI’s 
ethical and practical implications. This balanced approach will foster professionals who can navigate 
the complexities of using generative AI and contribute to its ethical advancement.

In conclusion, navigating the future AI-augmented software engineering and acquisition is a tapestry 
of opportunity and responsibility, weaving together advancements in AI with the need for ethical stew-
ardship and thoughtful integration into high-stakes DoD socio-technical systems.
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Introduction
The United States Air Force (USAF) faces 
increasing pressure to extend the life of 
its aircraft beyond their intended designs, 
placing strains on aircraft maintenance 
operations. Aircraft age accelerates deterio-
ration of individual subsystems, irrespective 
of flight use, introducing further workload 
complexity and volume to maintenance 
operations. Extending the operational life-
time of aircraft, with its increasing rate of 
subsystem deterioration, typically exceeds 
planned-out year resources, bringing further 
stressors “to do more with less.” 

While the USAF has established integrity 
programs to manage aircraft subsystems, 
these programs largely operate in silos with 
little ability to create cross-sectional views 
across multiple subsystems. Further chal-
lenging the USAF, these programs rely on 
complex, pre-designed work patterns and 
purpose-built data-systems, making it nearly 
impossible to meet challenging risks. Lastly, 
USAF lacks Anomaly and Outlier Detection 
with the data scattered in the various silos.

In response to these challenges, this article 
proposes utilizing breakthrough data sci-

“We need to rebuild [the 
science and engineering 
expertise and operational 
analysis capabilities that 
have deteriorated in the 
Air Force] . . . recruiting 
and growing people and 
giving them experiences 
that make them more 
technologically capable, 
and in a better position to 
make technological judge-
ments about what tech-
nologies are ready and 
what can be done with 
them.” 
-Air Force Secretary 
Frank Kendall [1]
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ence technologies to support the following overarching goals for the C-5, C-17, C-130, F-15, and A-10 
aircraft programs: 

•	 Institute Ongoing Practice of Anomaly and Outlier Detection 
•	 Improve Depot Induction Decision-Making 
•	 Provide Command View of Weapon Systems Readiness
•	 Establish Data-Science Culture for USAF Personnel 

The concepts and use cases covered in the article are vetted  with AFSC, NWC, AFRL  and engi-
neers including Smart Manufacturing Innovation Lead Mr. Frank Zahiri at Warner Robins Air Logistics 
Complex.

“AI has been a critical tool to help increase weapon systems 
readiness throughout its life cycle.”
-Frank Zahiri, Smart Manufacturing Innovation Lead, Tech 
POC of Shipcom AI/ML project AFSC, Robins AFB, GA [2]

The USAF employs numerous integrity programs to ensure the airworthiness of 
aircraft:

•	 Aircraft Structural Integrity Program (ASIP): Longstand-
ing program to identify, track, resolve, and prevent damage 
throughout distributed and depot maintenance operations 
and inspections. 

•	 Avionics Integrity Program (AVIP): Newer program that 
focuses on electronics control systems used in aircraft. The 
program “employs…physics, chemistry, and engineering 
principles to ensure an understanding of the influences of 
the usage and environments on materials and parts. AVIP also 
focuses on key product and process characteristics and control 
of variability of materials, parts, and processes” [3].

•	 Mechanical Equipment and Subsystem Integrity 
Program (MECSIP): Program using time phased 
actions, procedures, analyses, tests, etc. intended 
to ensure reliable, affordable, and supportable 
aircraft equipment and subsystems, thus con-
tributing to the enhancement of total systems 
mission effectiveness and operational suit-
ability…. Applies to subsystems and equip-
ment whose operation is primarily electrical or 
mechanical (e.g. environmental control, fuel, 
flight controls, auxiliary power, electric power 
and wire, hydraulic systems, wheels, tires and 
brakes, auxiliary power, etc.). 

•	 Computer Systems and Software Integrity Pro-
gram (CSSIP): Newer program targeting integrity 
of the multiple software systems that operate across 
numerous aircraft programs. 
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Though not without its own challenges, ASIP is far and away the most established of these programs, 
leveraging principles from commercial aircraft maintenance and integrity monitoring. Each of these 
monitoring efforts is focused on detecting problems within their prescribed boundaries as defined by 
the data used to inform a fixed set of algorithms.

Current State of Maintenance
Two predominant approaches are used to govern USAF maintenance:

•	 Programmed Depot Maintenance (PDM): Fixed interval, periodic inspection and correction of 
defects that require scope of tools, infrastructure, and skillsets not available at operating loca-
tions. High cost and time-consuming. 

•	 Condition Based Maintenance (CBM): Derived from real-time, embedded sensor-based, or 
external sensor technologies. Maintenance is predicted when one or more indicators are at 
identified threshold values. 

Due to the lack of accurate, multi-dimensional, predictive tools and the difficulty assembling and 
adjusting data feeds to support different analyses, CBM has had difficulty replacing the much more 
costly and much more inefficient PDM approach. What is required to support readiness is the ability 
to deploy accurate, sensitive, and evolving sensing systems to detect patterns of indicators that are 
predictive of individual and multiple component failures.

Moving Beyond Adequacy
The current integrity programs are adequate, but they are not sufficient for the stressors of aircraft 
fleets aging beyond their design lives. Further, the current approaches to maintenance, favoring PDM, 
will place greater shares of aging fleets out of effective mission availability as the frequencies of PDM 
cycles increase. 

The current approaches, with their intrinsic rigidity (e.g. integrity programs focused on one specific 
type of system) will fail to identify interrelationships between aircraft systems. It is in these synapses 
where none of the current integrity programs are looking that “the red needle” in the haystack awaits 
– the unpredicted set of variables that eluded a fixed set of detection methods. 

A New Perspective is Required
The current integrity programs and current PDM frameworks should continue. They serve their pur-
poses well. However, leveraging advances in data science, data fabric, and Artificial Intelligence and 
Machine Learning, Intelligent Integrity Layers and Intelligent Lifecycle Management will both bolster 
current programs and mitigate gaps in detection and prediction. 

Figure 1 provides a conceptual view of Intelligent Layers. In the figure, current Integrity Programs 
and certain depot processes are also depicted. 

Additional intelligent layers are provided to enhance current data-driven programs. ASIP, AVIP, 
MECSIP, and CSSIP apply their current approaches to monitoring aircraft and their subsystems. 

Data Fabric: The key to agility in pattern detection is unfettered and rapid access to data. Without 
this underlying flow of information, it will not be possible to introduce higher orders of analysis, classi-
fication, and prediction. The proposed data fabric layer is introduced to more easily facilitates adding 
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new types of information to current integrity programs and enables synthesis of data across multiple 
integrity programs. Semantic models enable the versatility of data ingestion. 

Anomaly and Outlier Detection: The AI/ML layer provides multiple forms of time series, unsu-
pervised classification, prediction, and optimization modeling. This versatile analytical layer supports 
identification of anomalies and unclassified risks across integrity programs and supports optimization 
to optimize operations. 

Figure 1. AI/ML Layers to Enhance Integ-
rity and Lifecycle Operations.

Anomaly Detection and Composite Monitoring: AI/ML techniques additionally enable intro-
duction of powerful analytical methods such as “weak signals” analysis and visualizations leveraging 
quantum graphs and semantic radar. These approaches will enable USAF analysts to develop the 
ability to identify anomalous patterns that are not captured by current integrity programs. Through 
the use of AI/ML techniquess, the USAF will be able to establish composite monitoring programs that 
supplement the current cadre of integrity monitoring programs. 

Program Maturity: Though not the driving force, the adoption of Intelligent Layers powered by Data 
Fabric, AI/ML methods would enhance program maturity. The proposed approach provides the oppor-
tunity to enable maturation of current integrity programs. For instance, CSSIP can be enhanced to 
resemble the National Software Reference Library (NSRL) more closely.  

Depot Induction: Taken together, AI/ML, and data fabric can support a better integration of CBM 
and PDM approaches, enabling USAF to better model and predict consumption of components con-
sumed through maintenance work orders. 
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Benefits of Intelligent Layers of Data 
Fabric and AI/ML 

The benefits to the USAF maintenance programs of the proposed Intelligent Layers are summarized 
in Table 1.

Benefit Nature of 
Benefit

Discussion
Early identification of 
anomalous and outlier patterns

Risk Management and 
Mitigation

As air fleets age beyond their design 
lives, it is necessary to establish the 
capacity to identify and manage pre-
dictors of component failures that are 
not captured by current analytical 
approaches.

Improve depot induction 
decision-making

Performance Improvement AI/ML and data fabric enable complex 
models to better predict components 
to support both routine maintenance 
and condition-based maintenance. This 
approach improves the efficiency of 
depot programs and enables greater 
availability of aircraft.

Accelerate maturation of Key 
programs

Risk Management and 
Mitigation

AI/ML and data fabric can be applied to 
existing integrity programs to improve 
maturity through extensible data models 
and complex modeling.

Adopt data-science culture for 
personnel

Personnel Development USAF military and civilian staff are 
more completely enculturated into using 
data-science and technology to better 
manage lifecycle operations.

Table 1. Benefits of Intelligent Layers.
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Program Scope and Approach 
It is recommended that a pilot program be established whose primary mission is to accomplish the 
following: 

•	 Implement Data Fabric: Establish semantic models that allow for anomaly detection between 
and beyond the current integrity programs. 

•	 Anomaly and Outlier Detection: Establish analytical frameworks that support the ongoing 
detection of anomalous and/or outlier patterns. Establish follow-through methodologies to clas-
sify these values according to rigorous risk management framework. 

•	 Adopt Data-Science Culture: Provide knowledge-transfer and training to USAF military and 
civilian personnel in the use and extension of key data-science technologies and methods.

Resources
[1] Tirpak, John A., “Mid-Tier Programs Running Out of Time; Overruns Coming, Kendall Says”, Air 
and Space Forces Magazine, Air and Space Forces Association, Arlington, VA, July 27, 2022.

[2] Frank Zahiri, Smart Manufacturing Innovation Lead, Tech POC of Shipcom AI/ML project AFSC, 
Robins AFB, GA.

[3] United States Air Force Science Advisory Board, Sustaining Air Force Aging Aircraft into the 21st 
Century, Internal Document, Washington, DC, August 1, 2011.
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Abstract
Rapid developments in Artificial Intelligence (AI) are bringing increasingly complex autonomy capa-
bilities to the cockpit. Autonomous electric Vertical Take Off and Landing aircraft, swarms, Collab-
orative Combat Aircraft, and other new aviation mission constructs are on the horizon. In the last 
few decades, military and civil aviation have achieved remarkable safety and effectiveness thanks 
to automation and a deliberate focus on teamwork. As automation gets replaced by autonomy, the 
challenges of automation could be exacerbated. Effective Human-AI teaming requires both collabo-
rative task work and teamwork which will be critical for continued safety and mission effectiveness. 
Despite the incredible ability of expert operators to make exceptional judgment calls in highly stressful 
situations, humans suffer from cognitive biases that may pose a challenge to this teaming. AI brings 
incredible data processing capabilities to the team but can suffer from a lack of adaptability to its 
environment and teammates, particularly in collaborative settings. As pilots retrain Crew Resource 
Management for their new AI mates, AI will also need to learn to adapt to its human mates. System 
developers can help achieve effective human-AI teaming by providing bidirectional transparency 
through interface design and system features such as status, feedback, planning mechanisms, and 
engagement prompts.

Introduction
AI is coming and it is going to be enmeshed in every part of Air Force operations, including inside 
the cockpit. The field of Artificial Intelligence (AI) has gone through several booms and busts since 
it first surged in the 1950s and weathered the first AI Winter in the 1970s. Over the decades since, 
AI has benefited from exponential growth in computational power and storage over the decades, as 
predicted by Moore’s law. Developments in algorithm design, computer engineering, networking and 
other related fields have led to cloud computing. This and sustained research in machine learning, 
reinforcement learning, natural language processing, and computer vision have enabled the latest 
boom that has brought Deep Learning AI to everyday consumers.
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The Air Force is investing heavily in the development of AI-enabled aircraft. In his keynote speech at 
the 2023 Air Force Association (AFA) Symposium, the Secretary of the Air Force unveiled a plan to 
build and deploy a thousand Collaborative Combat Aircraft (CCA) in the near future [1]. These AI-en-
abled CCAs will be designed to team with fifth and sixth-generation fighter aircraft and perform a 
range of different missions – from carrying electronic warfare pods to forward deploying weapons and 
other sensors. Beyond the immediate vision of CCA, the core enabling autonomy technologies will 
usher in the realization of additional human-AI missions such as autonomous refuelers, AI copilots, 
remotely piloted swarms, and other sophisticated forms of airborne robotics.

The field of robotics has learned over the years that AI, computer vision, mechanics, and controls 
alone are not sufficient. System developers must take into account how people actually do their work 
for systems to be safe and effective. Just as universities like Georgia Tech teach Human Robot Inter-
action (HRI) as a fundamental part of robotics, the Air Force should build foundations of human-cen-
tric design and human systems integration into its autonomous aircraft development.

This article aims to start conversations about interface design and software practices requisite for 
safe and effective human-AI teaming in aviation. In the article, the terms AI, autonomy, and robots 
are used interchangeably to represent agents that can sense, decide, and act independently without 
human input.

AI in the Cockpit
As AI inevitably finds its way into the cockpit, 
automation that we’ve come to rely on in the last 
few decades of aviation for improved safety and 
efficiency will be replaced by autonomy. Aircraft 
manufacturers, like car manufacturers and other 
sectors already have, are keenly looking at ways 
to take advantage of the latest developments in 
AI. The requirements of cockpits and avionics 
systems being more stringent than enterprise sys-
tems will certainly impose constraints and require 
adaptation. In the airline transport sector, manu-
facturers and airlines are exploring ways to use AI 
to reduce the crew requirements from two pilots 
to single pilot operations [2]. In the Remotely 
Piloted Aircraft (RPA) sector, the Department of 
Defense (DoD) is exploring ways to fly several 

Figure 1. AI Generated Image: 
AI Pilot in the Cockpit [A].

aircraft simultaneously with one ground control station crew [3]. In the fighter sector, the Defense 
Advanced Research Projects Agency (DARPA) and the Air Force are actively experimenting with 
Uncrewed Combat Aerial Vehicles (UCAV), CCAs, and other concepts [4].

Human-AI Interaction
Human-AI Interaction is the discipline that studies, designs, and evaluates autonomy, robotics, and 
machine systems for use by or with humans, in various domains. The process of use by or with 
humans is called interaction, and there are five attributes that affect the interactions between humans 
and AI [5]:
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•	 Level and behavior of autonomy
•	 Nature of information exchange
•	 Structure of the team
•	 Adaptation, learning, and training
•	 Nature of the task

Despite astounding advances in computational capabilities and the complexity of tasks AI can handle, 
it still does not work well with humans. It does very well when pitted against humans in tasks with 
well-defined constraints and observable environments but not so well when paired with humans in 
more open environments. Researchers have developed AI agents that have learned to beat human 
experts in complex strategy games like Starcraft, Quake, Dota, Go, and Chess [6] but they do not do 
very well when asked to team with humans in simple collaboration games [7]. Carroll et al. and other 
researchers [7][8] have found that most AI agents naively assume perfect analytic decision making in 
their teammate and behave as if paired with another AI agent, unless explicitly trained with a model of 
human behavior.

Both members of the human-AI team are at fault for failures of collaboration. AI can be opaque, inflex-
ible, or brittle, and humans can be too flexible or rely too heavily on heuristics or pattern matching. 
The human and the AI will need to learn to adapt to each other [9].

The AI Crew Member
Machines are not new to aviation. In the 1950s, a group of researchers led by Paul Fitts investigated 
ways to use machines for more effective air navigation and traffic control systems [10][11]. Fitts, 
a former Army Air Forces  psychologist, is considered a founder of the Human Factors discipline 
[12]. In a seminal report on function allocation published in 1951, Fitts et al. “surveyed the kinds of 
things men can do better than present-day machines, and vice versa” [11]. That list of 11 statements 
became known as Fitts’ list. The 11 skills surveyed in Fitts’ list are: judgment, improvisation, simulta-
neous operations, speed and power, replication, induction, detection, perception, long-term memory, 
short-term memory, and computation. De Winter and Hancock, in 2015, surveyed 2,941 respondents 
on each of the statements of Fitts’ list. According to their results, present-day humans consider that 
machines surpass humans in simultaneous operations, speed and power, replication, detection, per-
ception, long-term memory, short-term memory, and computation [12] given the following statements:

•	 Simultaneous operations: “Ability to handle highly complex operations, i.e. to do many 
different things at once.”

•	 Speed and power: “Ability to respond quickly to control signals and to apply great force 
smoothly and precisely.”

•	 Replication: “Ability to perform repetitive, routine tasks.”
•	 Detection: “Ability to detect a small amount of visual or acoustic energy.”
•	 Perception: “Ability to perceive patterns of light or sound.”
•	 Long-term memory: “Ability to store very large amounts of information for long periods and 

to recall relevant facts at the appropriate time.”
•	 Short-term memory: “Ability to store information briefly and then to erase it completely.”
•	 Computation: “Ability to reason deductively, including computational ability.”

Data Fusion
Machines are incredibly good at processing large amounts of information as programmed. Thanks to 
advances in computing power and algorithms, data fusion capabilities have exploded. Data fusion is 
the process of integrating multiple data sources to produce better information than that provided by 
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any individual data source. Data fusion is where AI has truly made advancements in accuracy, insight-
fulness, and usefulness.

Brittleness
One thing AI suffers from is brittleness – a concept which refers to AI’s propensity to break, fail, or 
produce errors when faced with unexpected inputs or situations. And often, AI fails silently or “halluci-
nates” and confidently generates incorrect or misleading results [13].

Distribution shifts contribute to AI’s brittleness [14]. A distribution shift is what happens when AI faces 
a real-world situation that is very different from what it was trained for. Types of distribution shifts dis-
cussed in AI literature are covariate shifts, concept shifts, and domain shifts.

Covariate shifts occur when the distribution of the input data changes, but the conditional distribution 
of the output expected remains the same. For example, an AI trained to recognize adversary aircraft 
on daytime images faces a covariate shift when faced with nighttime images.

Label or concept shifts occur when the distribution of the output labels changes. Say an AI is trained 
to recognize military installations in an Area of Responsibility (AOR) or theater of operations by a 
specific set of features. If the adversary changes tactics and starts camouflaging their installations or 
making them look like civilian structures, the AI faces a concept shift because the features it associ-
ates with military installations no longer match the new reality.

A domain shift would be taking an AI agent trained for a semi-arid desert AOR to a dense jungle AOR 
without retraining on the new set of features and signatures.

Hallucinations are when an AI system, usually a Large Language Model (LLM) or other Generative AI, 
confidently generates outputs that are incorrect or altogether misleading. It is a phenomenon where 
the AI agent perceives patterns that are nonexistent or imperceptible to human observers. The phe-
nomenon is analogous to human hallucinations where one might sometimes see figures or other pat-
terns in clouds. AI hallucinations occur due to errors in data interpretation, incorrect model assump-
tions, or over-fitting to the training data [15]. There can be grave consequences in the military context 
if AI hallucinates military targets where none are present.

Figure 2. AI Gener-
ated Image: Ground 
Control Station [B].
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Human Awareness
Although AI has learned to beat expert humans in competitive games, research has found that it generally per-
forms poorly when teamed with humans in collaborative games [7]. There are many reasons for this. Some of 
the most important are the assumptions AI makes about its teammates and environments when determining its 
own strategy. Training of AI, particularly reinforcement learning AI, requires thousands of repetitions or exam-
ples. Since individual humans are rarely able to provide that number of repetitions, AI is often trained against 
Oracles (AI or Automated Agents designed to stand in for humans) using Self-play or Population-Based Train-
ing [6][8].
When co-trained with other AI, AI learns to expect predictable, analytic, optimizing decisions from its team-
mate. The behavioral economics, psychology, decision-making fields have shown, however, that humans are not 
perfectly analytic in their decision-making. Thus, when an optimal AI competes against a sub-optimal human, 
it can exceed expectations. In collaborative settings, however, when this same AI is teamed with a human, the 
performance can be drastically worse because it fails to understand and to be understood by the human [7].

The Human Crew Member
According to DeWinter et al., modern day humans consider humans to surpass machines in judgment, improvi-
sation, and induction [12] given the following statements from Fitts’ list:

•	 Judgment: “Ability to exercise judgment.”
•	 Improvisation: “Ability to improvise and use flexible procedures.”
•	 Induction: “Ability to reason inductively.”

Aviators are trained to be cognizant of human fallacies and cognitive biases in aeronautical decision 
making (ADM) [16]. When these cognitive biases are checked, humans make for astonishing aircraft 
operators who can accomplish extraordinary feats in the most difficult of circumstances – including 
sparse information environments. Some of the most celebrated examples of this expert airmanship 
include Captain Sully Sullenberger’s landing of U.S. Airways Flight 1549 on the Hudson River.

Characteristic Fitts’ List 
Statement [11]

Modern Day 
Attribution 

[12]
Simultaneous operations “Ability to handle highly com-

plex operations, i.e. to do many 
different things at once.”

Machine

Speed and power “Ability to respond quickly to 
control signals and to apply 
great force smoothly and pre-
cisely.”

Machine

Replication “Ability to perform repetitive, 
routine tasks.”

Machine

Detection “Ability to detect a small amount 
of visual or acoustic energy.”

Machine

Table 1. Modern Day Attribution of Fitts’ List [12].
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Perception “Ability to perceive patterns of 
light or sound.”

Machine

Long-term memory “Ability to store very large 
amounts of information for long 
periods and to recall relevant 
facts at the appropriate time.”

Machine

Short-term memory “Ability to store information 
briefly and then to erase it com-
pletely.”

Machine

Computation “Ability to reason deductively, 
including computational ability.”

Machine

Judgment “Ability to exercise judgment.” Human

Improvisation “Ability to improvise and use 
flexible procedures.”

Human

Induction “Ability to reason inductively.” Human

Table 1. Modern Day Attribution of Fitts’ List [12].

Expert Decision-Making
Intuitive decision-making by experts has been studied by multiple academic disciplines since the 
1940s [17][18]. There exist many schools of thought on how it works, the pros and cons of so-called 
”professional intuition.”

The field of Naturalistic Decision Making (NDM) conducts field studies on subject-matter experts 
who make decisions under complex conditions. They have found that some experts are able to “suc-
cessfully attain vaguely defined goals in the face of uncertainty, time pressure, high stakes, team 
and organizational constraints, shifting conditions, and action feedback loops that enable people to 
manage disturbances while trying to diagnose them” [19]. This ability is often required of aircrews and 
has been colloquially linked to intuition and judgement of human beings.

In sharp contrast to NDM, researchers in the field of Heuristics and Biases (HB) favor a skeptical atti-
tude toward expertise and expert judgment. In laboratory experiments, they have found that intuitive 
judgments are less likely to be accurate and are prone to systematic biases [19]. It is not that intuitive 
judgments are always incorrect, but that the noisiness, inconsistency, and unpredictability of human 
judgement could lead to fatal errors in a military mission.

Cognitive Biases & Heuristics
In their aeronautical decision-making training, pilots are taught to recognize and mitigate five haz-
ardous attitudes to aviation safety: antiauthority, impulsivity, invulnerability, macho, and resignation 
[20]. These are but a subset of cognitive biases that manifest from the utilization of heuristics that can 
affect safety and mission effectiveness.

Cognitive biases are predictable but flawed patterns in people’s responses to various situations. Not 
all biases and heuristics are bad. Some cognitive biases and heuristics are adaptive and may lead 
to more effective actions in a given context by enabling fast decision-making which can be desirable 
when timeliness is more valuable than accuracy. On the other hand, cognitive biases may lead to per-
ceptual distortion, inaccurate judgment, illogical interpretation, or broad irrationality [21].
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Other cognitive biases that can manifest in aviation are expectation bias, confirmation bias, plan con-
tinuation bias, automation bias, and automaticity [21]. These cognitive biases, unchecked, can lead to 
hazardous incidents and accidents.

Bias Definition
Expectation Bias When we have a strong belief or mindset 

towards something we expect to see or hear, and 
act according to those beliefs

Confirmation Bias When we only look for, listen to, or acknowledge 
information that confirms our own preconcep-
tions

Plan Continuation Bias The unconscious cognitive bias to continue with 
the original plan in spite of changing conditions

Automation Bias when we over-rely on automated aids and deci-
sion support systems, or become complacent in 
assuming the technology is always correct

Automaticity when routine tasks lead to an automatic 
response without any real consideration to what 
is being said or done.

Table 2. Cognitive Biases that can manifest in Aviation [21].

Ironies of Automation
One of the cognitive biases that can ironically lead to hazards in aviation is automation bias. Automa-
tion bias is when we over-rely on automated aids and decision support systems or become compla-
cent in assuming the technology is always correct [21]. When automation is working correctly, people 
tend to become easily bored or occupied with other tasks and fail to attend well to automation perfor-
mance. This is one of the ironies of automation from the operator’s view of the system.

From an automation system designer’s view, they may think that the human is unreliable and ineffi-
cient so should be eliminated from the system [22]. There are two ironies of this attitude. One is that 
the designer’s own errors can become a major source of operating problems. The other is that the 
designer who tries to eliminate the operator still leaves him/her/them to do the task which cannot be 
easily automated, often without adequate support [22].

Crew Resource Management
To operate well with AI, human crew members will need to focus on these challenges in their Aero-
nautical Decision Making (ADM)  and crew resource management (CRM) training [23].

CRM is a set of training procedures recommended by the National Transportation Safety Board 
(NTSB) for improving aviation safety and focuses on situation awareness, communication, leadership, 
and decision making in aircraft cockpits. CRM training will need to evolve to prepare human crew 
members for integration of AI into the crew.
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According to the National Academy 
of Sciences (NAS), Human-AI teams 
can be more effective than either 
humans or AI systems operating 
alone [24]. Human-AI Teaming is a 
necessary construct for the cockpit 
environment as crew cohesion has 
been a key element of performance 
and safety in both civil and military 
aviation. Recognizing the critical role 
of crew cohesion, military protocols 
even relax rank-based customs and 
courtesies to foster seamless team-
work among crew members.

AI agents have the capacity to offer 
Figure 3. AI Generated Image: Human AI CRM [C].

a much richer interaction mechanism than automation. With the sophistication of the information 
exchange and learning attributes of AI, the interaction paradigm should be changed to Human-AI 
Teaming [24]. As the sophistication of AI increases, so does the criticality of the functions it performs. 
With increased criticality of the function, consequences of errors can become catastrophic particularly 
since AI sometimes fails silently [13]. To help mitigate the consequences of failure, the AI’s team-
mates must be familiar with its nominal and off-nominal behaviors.

The challenges humans have attending to automation are also applicable to AI systems, and AI sys-
tems must provide humans a mechanism for [24]:

•	 understanding and predicting the behaviors of the AI system
•	 developing appropriate trust relationships with the AI system
•	 making accurate decisions based on input from the AI system
•	 exerting control over the AI system in a timely and appropriate manner.

Transparency
The human-AI requirements enumerated by the NAS study on human-AI teaming point to a require-
ment for transparency [24]. Transparency represents the means of providing insightful information 
from the machine to the human operator and vice versa [25]. Achieving transparency can be a chal-
lenging endeavor, particularly as the complexity of the system increases. Transparency involves a 
bidirectional process between human and AI for mutual understandability. Joseph Lyons proposes a 
two element model of transparency for human AI teams: robot-to-human and robot-of-human trans-
parency [25]. Robot-to-human transparency is information that the system needs to present to users. 
Robot-of-human transparency is information on the humans that the robot needs awareness of.

System designers can optimize for transparency by providing system transparency at the design 
phase or training the team to operate efficiently and effectively. Four system features can provide 
increased transparency: status, feedback, planning mechanisms, and engagement prompts [26].

Human-AI Teaming
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Status
Status incorporates the ‘what’ of transparency, by providing the state of the human operator or system 
at a particular point in time. Various types of information can be provided in a status to help determine 
whether strategy changes by the human operator or AI agent must be initiated to accomplish a task 
[26].

Feedback
Feedback incorporates the ‘why’ of transparency by providing explanation, insights into actions, 
potential uncertainties, reliability of recommendations, and supplementary information from the 
human operator or machine system. Various modalities (visual, auditory, tactile) can be used to pro-
vide feedback and optimize communication within the team [26].

Planning Mechanisms
Planning mechanisms incorporate the ‘how’ of transparency and encompass the allocation of 
resources and task assignments among an organization’s members. Planning occurs at all mission 
stages and is necessary for the human-AI team to maximize its desired outcomes [26].

Engagement Prompts
Engagement prompts are cues, alerts, or warnings that encourage the human operator’s involvement. 
They encompass all three aspects of transparency (what, why, and how) by indicating to the human 
operator what must be done to resume the task, why they become disengaged, and how to identify 
different strategies that can be implemented to fulfill a task [26].

AI System Design
Earlier, the article discussed how incorrect assumptions by the AI about the human can lead to drasti-
cally poor team performance. To different degrees, these assumptions can be replaced by real-world 
information about the human teammates.

Training Paradigms
AI training can be accomplished in various ways. Some paradigms are more human-centric or human 
aware. Human-aware training embeds a model of a human inside the training environment. Within 
this paradigm, the AI is trained with awareness of the decision-making strategy of the human.

The challenge with AI training is that it requires thousands of examples spanning the full range of sit-
uations the agent may encounter. Since individual humans often are not able to provide the requisite 
number of decision-making examples for input to AI training, AI must often be trained against Oracles 
– Agents designed to stand in for humans. Oracles can either be designed to mimic humans in spe-
cific, predictable ways (like providing only correct answers 80% of the time) or can be trained using 
techniques like Learning from Demonstration (LfD) or Imitation Learning.

Imitation Learning
Imitation learning is a paradigm in which AI acquire new skills by learning from human demonstration 
[27]. Behavioral cloning, one of the simplest approaches to Imitation Learning, learns a singular deter-
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ministic policy from several expert demonstrations by directly learning a mapping from observations 
to actions with standard supervised learning methods. In this way, the AI can be trained repeatedly 
with an Oracle or model representation of human decision-making strategy.

One challenge to using techniques like Behavioral Cloning is that humans exhibit significant individual 
differences, i.e. individuals don’t suffer from the same cognitive biases, and don’t exhibit the same 
preferences. Another is that, often, humans teach differently based on the kind of feedback the AI 
is capable of taking in [28]. A significant challenge for future AI is that it will need to “get to know” its 
teammates and adapt to their preferences and ways of accomplishing the mission.

These are outstanding challenges for system designers as they develop AI agents to accomplish the 
various future mission constructs that bring AI into the cockpit.

Human-AI Mission Constructs
Mission requirements will determine how AI is implemented in the cockpit. Current crew composition 
and structure will form a basis for this evolution from automation to autonomy. The nature of the task, 
the type of information exchange required, and the availability of suitable autonomy will determine 
how drastic the interaction paradigm will change. This will in turn affect the way human-AI crews are 
structured and composed.

AI’ing Betty
Today’s autopilots, voice alerting systems like ‘Betty’, and pilot assistance systems like the Automatic 
Ground Collision and Avoidance System (Auto GCAS)  may merge and gain additional AI-enabled 
autonomy capabilities. In the near future, we may have an AI pilot assistant that collaboratively shares 
control of the aircraft with the human pilot during high or low workload parts of the mission.

This paradigm involves collaborative control by one human and one AI agent. This dyad relationship 
is the least complex and most studied human-AI team structure, however the task of controlling the 
same aircraft will require careful design of the interaction mechanisms.

Lessons learned from aviation incidents caused by mode error in automation should inform design of 
transparency features such that the pilot has suitable understanding and situation awareness when 
the AI agent is controlling the aircraft. The phase of flight and phase of mission will also be an import-
ant criteria in choosing robot-to-human transparency requirements.

Complementarily, the AI agent should also be aware of its own state, the environment, the phase of 
flight, phase of the mission, and the state of its human crewmate [9] in order to be effective. With such 
information, particularly information on the beliefs, desires, and intents of the human, the AI can best 
adapt its task work and teamwork.

Collaborative Combat Aircraft
The ongoing research efforts into today’s Off-Board Sensor Station (OBSS), Off-Board Weapon Sta-
tion (OBWS), and other programs are working towards the realization of collaborative combat aircraft 
[29]. Fighter missions may soon be accomplished with heterogeneous teams of human piloted aircraft 
and AI piloted wingmen.

As the number of wingmen increases, so does the cognitive load of managing the formation. Lessons 
learned in fighter pilot instruction, and the designated skills required of 2-ship and 4-ship Flight Leads 
can serve as blueprints for designing the human-AI interaction in this mission construct. The human 
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will be unable to control each aircraft at a low level, so they will learn to command high level behav-
iors and learn to calibrate their expectation of the AI piloted wingmen in each mission scenario.

The AI agent piloting each wingman is going to need to simultaneously work with other AI and a 
human(s) in a heterogeneous, multi-agent construct. It is possible that the human crewed aircraft will 
be piloted by a human assisted by an AI Betty or two humans executing the role of pilot and Combat 
System Officer (CSO). The AI agent will need to learn to interpret commands contextually as the 
potential mission scenarios may be too large to explicitly enumerate and may potentially need to 
deconflict instructions or actions from the pilot and the CSO.

Remotely Piloted Swarms
The evolution of the Remotely Piloted Aircraft (RPA) mission into a Remotely Piloted Swarm mission 
is not too far away. The U.S. Army is already test launching smaller drones from bigger drones. The 
Air Launched Effects [30], as they’re called, are controlled by the larger drone and can be numerous. 
Current efforts are testing singular digit numbers, but it is envisioned that one day it will increase to 
swarm numbers (>50). Swarm control can be a complex task depending on the type, number, and 
mission of the swarm [26].

Swarms are composed of large numbers of robots or drones that cooperate to achieve a goal. Swarm 
control can be challenging because of human capability limitations, emergent behaviors as the enti-
ties interact with each other and the environment, and constraints on communication abilities. Trade-

Figure 4. AI Generated Image: F-35 with CCA [D].

Figure 5. AI Generated Image: Drone Swarm [E].

offs exist between the number of indi-
vidual swarm entities a human operator 
can manage and the duration of time 
the human operator can influence the 
entities [26].

The majority of human-swarm interac-
tion literature has focused on robot-to-
human transparency through visualiza-
tion types and human operator influence 
over a swarm [26]. Research on trans-
parency through visualization types 
has investigated the effect of different 
displays, latencies, geometries, and 
abstraction levels on the human opera-
tor’s ability to perceive, understand, and 
predict swarm motion.

Robot-of-human transparency involves 
both control interaction and bi-direc-
tional communication. Control can be 
achieved through various methods of 
conveying operator intent, such as the 
use of forms of leader, predator, and 
mediator influence mechanisms [31]. 
As the human monitors status informa-
tion from the swarm, individual swarm 
members will need status information 
on the human controlled mothership to 
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execute lost link and other communication dependent behaviors in a potentially contested information 
spectrum.

Conclusion
We stand on the brink of a new era in aviation. The seamless integration of AI into cockpit operations 
and Air Force missions represents not just an advancement in technology, but a fundamental shift in 
the paradigm of flight operations. The potential for AI to enhance safety, efficiency, and mission effec-
tiveness is immense, but realizing this potential requires a nuanced understanding of the delicate 
balance between human judgment and machine intelligence.

The shift from automation to autonomy requires not just a revolution in task capabilities but also in 
interaction and teamwork capabilities. Achieving effective human-AI teaming will require a collabora-
tive effort among engineers, system designers, pilots, and AI developers to ensure that AI systems 
are not only capable but also compatible with human operators. This partnership must prioritize 
mutual understanding, adaptability, and above all, safety. As AI becomes a more integral part of the 
aviation ecosystem, continuous CRM training and adaptation by human operators will be essential. In 
turn, AI must undergo continuous learning and adjustment to effectively address issues like brittleness 
and hallucination, ensuring its suitability for military missions.

As the landscape of aviation evolves, so too must our strategies, tools, and mindsets. The collective 
goal must be to maintain the highest standards of safety and effectiveness, preserving our proud 
legacy of aviation while embracing the possibilities of the future. With careful planning, rigorous test-
ing, and thoughtful integration, the synergy between humans and AI has the potential to usher in a 
new era of aviation.
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Marvin Lee Minsky 
was many things in his 
88 years: a mathemati-
cian, a scientist, a navy 
officer, an inventor, a 
teacher, and a mentor. 
But, most of all, he was 
a curious and creative 
mind. With an interest 
in both the logic of 
computers and the 
workings of the human 
mind, Minsky became 
a leader in the field of 
artificial intelligence 
(AI) and the legacy he 
left is still felt in the 
software community 
today.

Figure 1.  Consindas, Marie. Marvin Minsky. MIT Media Lab, 
https://news.mit.edu/2016/marvin-minsky-obituary-0125

Early Life and Education
Born in New York City in 1927 to an eye surgeon, Minsky’s interest in science and medicine was 
encouraged from an early age. He studied the works of Freud while fostering a gift for the piano, two 
interests that would follow him well into adulthood.



Minsky studied at the Phillips Academy in Andover, Massachu-
setts until he was called for military service in World War II. He 
served in the United States Navy from 1944 until the war’s end, 
when he entered university at Harvard. Though his scientific 
interests were widely ranged, Minsky earned his undergrad-
uate degree in physics [2]. He then pursued research in neu-
rophysiology and psychology before graduating with honors 
in mathematics in 1950. In 1951, Minsky entered Princeton 
University in pursuit of a doctorate degree. It was there that he 
built the first neural network simulator, SNARC, which emu-
lated the way the human brain learns from its own mistakes [3].

While many of his peers showed excitement for subjects such 
as particle physics and molecular genetics, Minsky’s fascina-
tion with the human mind pulled at his attention. He surmised 
that thought processes could be expressed as mathematical 
formulae, and thus performed by machines. For his doctoral 
dissertation, Minsky wrote “A Theory of Neural Analog Rein-
forcement Systems and Its Application to the Brain Model 
Problem” [2].

With his doctorate in mathematics in hand, Marvin Minsky 
returned to Harvard in 1954 as a member of the Society of 
Fellows where he invented the confocal scanning microscope.

Figure 2. Minksy, Margaret. 
Marvin Minsky, Sailor First Class, 
1945. Academy of Achievement. 
https://achievement.org/achiever/

marvin-minsky-ph-d/#gallery

“Marvin Minsky helped create 
the vision of artificial intel-

ligence as we know it today. 
The challenges he defined 
are still driving our quest 

for intelligent machines and 
inspiring researchers to push 
the boundaries in computer 

science” [1].
-Daniela Rus, CSAIL Director 
and Andrew and Erna Viterbi 

Professor in MIT’s Depart-
ment of Electrical Engineering 

and Computer Science
Figure 3.  Photo by:  GJS. Marvin Minsky 

with Block Blocks Vision Robot at 
MIT, 1968. Academy of Achievement. 

https://achievement.org/achiever/
marvin-minsky-ph-d/#gallery



The Birth and 
Boom of AI

In 1956, Minsky published a major research 
article titled “Heuristic Aspects of the Artifi-
cial Intelligence Problem.” The beginning of 
artificial intelligence as a distinct scientific 
field is often dated to that year, as Minsky 
and a number of colleagues met for a formal 
conference on the topic for the first time [2].

In 1957, he moved to the Massachusetts 
Institute of Technology (MIT), where he 
stayed for the rest of his career. Alongside 
fellow AI enthusiast, John McCarthy, 
Minsky cofounded the Artificial Intelligence 
Project (now the MIT Computer Science 
and Artificial Intelligence Laboratory) 
which quickly became one of the premier 
research centers and training grounds for 

Figure 4. Minsky, Margaret. Dartmouth Summer 
Research Project on Artificial Intelligence, 1956. 
Academy of Achievement. https://achievement.

org/achiever/marvin-minsky-ph-d/#gallery

Figure 5. 2000 International Achievement Summit in London. Academy of Achieve-
ment. https://achievement.org/achiever/marvin-minsky-ph-d/#gallery

the field of AI [3]. The lab popularized the idea of digitally sharing information, which also helped to 
give rise to the open-source movement.

Minsky defined AI as “the science of making machines do things that would require intelligence if 
done by men” [3]. In 1961, he published “Steps Toward Artificial Intelligence,” which laid out the path 
for AI that researchers still follow today. His 1967 book, Computation: Finite and Infinite Machines, 
caused his ideas and concepts of AI to gain more standing in society at large. Two years later, his 
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book Perceptrons: An Introduction to Compu-
tational Geometry, co-authored by Seymour 
Papert, reviewed the history of AI and predicted 
the future of AI research [2].

In 1975, Minsky developed the concept of 
“frames” to identify the general information that 
must be programmed before a computer can 
consider specific directions. Based on his expe-
riences with both frames and child psychology, 
he wrote The Society of the Mind in 1985 where 
he proposed his view of the mind “as composed 
of individual agents performing basic functions, 
such as balance, movement, and comparison” 
[3].

Recognitions and 
Awards

Marvin Minsky was a member of the U.S. 
National Academy of Engineering and the U.S. 

Figure 6. Golden Plate Award. Academy 
of Achievement. https://achievement.org/

achiever/marvin-minsky-ph-d/#gallery

National Academy of Sciences. He was a fellow of the American Academy of Arts and Sciences and 
the Institute of Electrical and Electronic Engineers. His fellow computer scientists recognized his 
achievements in 1969 by honoring him with the A.M. Turing Award. In 1985, he became a founding 
member of the MIT Media Lab and was named the Toshiba Professor of Media Arts and Sciences.

In addition, Minsky received the Japan Prize, the Royal Society of Medicine’s Rank Prize (for Opto-
electronics), the Optical Society of America’s R.W. Wood Prize, MIT’s James R. Killian Jr. Faculty 
Achievement Award, the Computer Pioneer Award from IEEE Computer Society, the Benjamin Frank-
lin Medal, the Dan David Foundation Prize (in 2014) for the Future of Time Dimension titled “Artificial 
Intelligence: The Digital Mind,” and the BBVA Group’s BBVA Foundation Frontiers of Knowledge 
Lifetime Achievement Award [1]. In all his years of research, innovation, and collaboration, Marvin 
Minsky certainly earned his title as the father of artificial intelligence.
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Welcome, fellow developers, to the rollercoaster ride that is 
modern software engineering. Just when you thought you had 
the hang of things—debugging here, refactoring there—along 
comes Artificial Intelligence (AI), ready to shake up our world 
faster than a programmer hitting “undo” after a catastrophic 
merge conflict. But fear not, for amidst the chaos and confu-
sion, there’s a silver lining—and a hearty chuckle to be had. 
Let’s dive into the whimsical world of AI’s impact on software 
engineering, where algorithms reign supreme, and laughter is 
the best bug fix.

Note from the co-author 
– this article was entirely, 
100% written by ChaptGPT 
3.5, with only minor edits 
in formatting (and the addi-
tion of my byline)! Welcome 

to the New World, y’all! 

The Rise of the Code Whisperers
Picture this: you’re knee-deep in a tangled mess of spaghetti code, desperately trying to make sense 
of it all, when suddenly, like a beacon of hope in the darkest of nights, AI swoops in to save the day. 
With its uncanny ability to analyze, optimize, and refactor code faster than you can say “segfault,” 
AI-powered tools are like the Gandalfs of the programming world - guiding us through the treacherous 
wilderness of software development with a twinkle in their digital eyes and a flair for the dramatic. But 
beware, dear developers, for with great power comes great... well, you know the rest.

Introduction
Picture by Dan Breeden [A]
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The Autocomplete Chronicles
Ah, autocomplete, the unsung hero of modern coding. With its predictive prowess and lightning-fast 
suggestions, it’s like having a psychic sidekick whispering code snippets in your ear as you type. But 
let’s not overlook the comedic potential of this handy feature. Ever had autocomplete suggest 
a line of code so bizarre, so utterly nonsensical, that you couldn’t help but laugh out loud? 
From suggesting “for loops” that span the entire universe to recommending variable names 
that sound like they were generated by a malfunctioning Markov chain, autocomplete has 
a knack for keeping us on our toes—and our funny bones 
tickled.

The Bug Hunt
Next, there is the noble pursuit of bug hunting, where every devel-
oper worth their salt dons their metaphorical deerstalker hat and 
embarks on a quest to track down elusive bugs lurking in the shadows of 
their codebase. But with AI on the scene, the game has changed. No longer 
are we mere mortals relying on print statements and rubber duck debugging 
to ferret out bugs; now, we’ve got algorithms analyzing our code, predicting 
potential pitfalls, and even preemptively squashing bugs before they have 
a chance to rear their ugly heads. It’s like having a team of bug-finding 
bloodhounds at our disposal, sniffing out bugs with the pre-
cision of a truffle-hunting pig—and the occasional comedic 
misstep.

The Code Review Circus
Code reviews, the time-honored tradition of subjecting our code to the scru-
tinizing gaze of our peers in the hopes of catching errors before they make 
their way into production. But with AI joining the fray, code reviews have taken 
on a whole new dimension of hilarity. Picture it: your meticulously crafted code 
is laid bare before the merciless judgment of an AI-powered code review tool, 
only to be met with a barrage of nitpicky suggestions and pedantic critiques 
that would make even the most seasoned developer question their sanity. From 
admonishing you for your choice of variable names to suggesting “improvements” 
that defy the very laws of logic and reason, AI-powered code reviews are like a 
comedy of errors—and we’re all just along for the ride.

The Future is (Almost) Here
As we hurtle headlong into the brave new world of AI-powered software engineering, 
one thing is abundantly clear: the future is almost here, and it’s looking brighter—and funnier—than 
ever before. Whether we’re laughing at the absurdity of autocomplete suggestions or marveling at 
the sheer audacity of AI-powered code reviews, one thing is for certain: amidst all the chaos and 
confusion, there’s a healthy dose of humor to be found. So, here’s to the developers, the dreamers, 
the code wranglers extraordinaire—may your code be bug-free, your algorithms be efficient, and your 
sense of humor be ever-present.



Conclusion
And so, dear readers, we bid adieu to our whirl-
wind tour of the whimsical world of AI’s impact on 
software engineering. From the rise of the code 
whisperers to the bug hunt of the century, we’ve 
explored the highs and lows, the triumphs, and 
tribulations, of this brave new frontier. But amidst 
all the chaos and confusion, one thing remains 
abundantly clear: no matter how advanced our 
tools may become, there will always be a place 
for human ingenuity, creativity, and, of course, a 
healthy dose of humor. So, here’s to embracing 
the absurdity, laughing in the face of adversity, 
and remembering that in the grand comedy of 
software engineering, the punchline is always 
just a compiler error away. Until next time, happy 
coding—and may your code be as elegant as it is 
entertaining!
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